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Abstract

Congestion control ensures that network resources are
divided fairly and efficiently among competing connections.
Although congestion control has been studied by
researchers for a long time, very high-speed networks using
ATM pose a new set of challenges.

The proposed credit-based mechanism provides flow
control tailored to ATM networks. Simulation, analysis and
experiments on switching hardware have shown that for a
wide variety of traffic patterns, credit control is fair, uses
links efficiently, minimizes delay, and guarantees no cell
loss due to congestion. The credit system is especially well
suited to data traffic that is bursty, unpredictable, and has
little tolerance for delay.

Other approaches to flow control, including rate-based
flow control, may require less expensive hardware and may
be effective for steady traffic, but do not handle bursty
traffic well. While no one can predict what kind of traffic
will dominate future networks, recent evidence suggests
that it will be bursty. Thus a major challenge for network
research will be to find congestion control mechanisms that
blend the hardware simplicity of rate-based flow control
with credit-based flow control’s ability to handle bursts.
This research, in turn, will depend on more experience with
real applications and high-level protocols running over
ATM.

The high-speed networking market is solidifying
quickly, and basic issues in congestion control should be
well understood before the market is forced to choose a
solution with unknown properties. The lessons learned from
the credit-based approach should be incorporated into what-
ever flow control system that is finally standardized or
widely implemented.

1. Intr oduction

Over the last year the ATM standards community has
recognized that data traffic often requires no firm guarantee
of bandwidth, but instead can send at whatever rate is
convenient for the network. This is called “Available Bit-
Rate” traffic by the ATM Forum. ABR traffic gives the
network the opportunity to offer guarantees to high priority
traffic, and divide the remaining bandwidth among ABR
connections.

To support ABR traffic the network requires a feedback
mechanism in order to tell each source how much data to
send. A number of such mechanisms have been proposed
for ATM, with considerable debate as a result. The two
main mechanisms are called credit-based flow control and
rate-based flow control. In late 1994, the ATM Forum voted
for rate-based flow control, but without committing to the
details of any particular algorithm.

This article summarizes the technical basis for credit
flow control, including some fundamental advantages of
credit which could be adopted by other mechanisms. We
hope thereby to speed the evolution of ATM flow control,
and minimize the risk of standardizing inadequate solutions.
This article avoids political and short-term pragmatic
issues, such as migration paths and interoperability, noting
that flow control mechanisms adopted now may be in use
long after such issues are forgotten.

Section 2 introduces the problem that flow control
solves, along with desirable properties of any solution.
Section 3 presents two general kinds of network traffic that
flow control must cope with. Section 4 provides details of
the credit mechanism, using static or dynamic buffer alloca-
tion, and Section 5 gives some intuition as to why it works
well. Section 6 outlines the rate-based scheme. Section 7
describes how to add benefits of credit control to rate-based
systems. Section 8 summarizes some flow control simula-
tion studies and actual experimental results on ATM
switching hardware. Section 9 contains fundamental
reasons why credit flow-control has advantages over rate-
based, and the concluding section suggests ways in which
the advantages of both may be combined.
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2. Flow control problem

Any data network has bottlenecks: points where more
data can arrive than the network can carry. These points are
often in switches with multiple ports; congestion arises
when data, destined for a single output port, arrives at many
inputs. The universal short-term solution involves buffer
memory in which a switch can temporarily queue data
directed at overloaded outputs. In the longer term, no
amount of buffering is sufficient: instead, each source of
traffic flowing through a bottleneck must be persuaded to
send no more than its fair share of the bottleneck’s capacity.

This is fundamentally a feedback control problem, and
many control ideas and principles apply. Each network
switch collects information about congestion, and informs,
directly or indirectly, the sources of data. This feedback is
usually based on the amount of buffer space available or in
use in the switch. The sources act to control how much data
they send. This control loop has a delay of at least twice the
propagation delay between the switch and control point.
Control systems should seek to minimize this delay, since
switches will need to buffer any data that arrives after they
signal the congestion status but before the end of the delay.

A variety of technical goals, some of them conflicting.
are desirable for any flow control mechanism. Data should
rarely, if ever, be discarded due to exhaustion of switch
buffer memory. Such data may have to be retransmitted
after a possibly lengthy time-out period, further contrib-
uting to network congestion and the delay seen by the user.
Links between switches should be used at full capacity
whenever possible. For instance, if one connection sharing a
link reduces the rate at which it sends, the others should
increase as soon as possible. All the connections which are
constrained by a bottleneck link should get fair shares of
that link. The flow control mechanism should be robust;
loss or delay of control messages, for instance, should not
cause increased congestion. The network administrator
should not have to adjust any complex parameters to
achieve high performance. Finally, the flow control mecha-
nism should have a cost commensurate with the benefits it
provides.

3. Two traffic models

Any prediction of how well a flow control scheme will
work requires a model for the behavior of network traffic. A
full-blown model might involve characteristics of applica-
tions and higher-level protocols. For our purposes it is
enough to distinguish betweensmooth andbursty traffic.

A smooth traffic source offers a constant and predictable
load, or only changes in time scales that are large compared
to the amount of time the flow control mechanism takes to
respond. Such traffic is easy to handle well; the sources can

be assigned rates corresponding to fair shares of the bottle-
neck bandwidth with little risk that some of them will stop
sending and lead to underutilized links. Switches can use a
small amount of memory, since bursts in traffic intensity are
rare.

Sources of smooth traffic include voice and video with
fixed-rate compression. The aggregate effect of a large
number of bursty sources may also be smooth, particularly
in a wide-area network where the individual sources are
relatively low-bandwidth and uncorrelated. Rate-based flow
control works well with smooth traffic.

Bursty traffic lacks any of the predictability of smooth
traffic, as observed in some computer communications
traffic [5]. Some kinds of bursts stem from users and appli-
cations. A Mosaic user clicking on a link, for instance,
wants to see a page or image as soon as possible. The
network cannot predict when the clicks will occur. Nor
should it smooth out the resulting traffic, since doing so
would hurt Mosaic’s interactive response. Other sources of
bursts result from network protocols that break up transfers
into individual packets, windows, or RPCs, which are sent
at irregular intervals. These bursts are sporadic, and typi-
cally do not last long enough on a high-speed link to reach
steady state over the link round-trip time.

The most visible sign of network overload due to traffic
bursts is usually buffer exhaustion. Credit flow control
works well with such traffic because it directly controls
buffer allocation.

4. Credit-based flow control

We briefly review credit-based flow control. Imple-
menting link-by-link, per-VC (virtual circuit) flow control,
the scheme generally works over a VC link as follows. As
depicted by Figure 1, before forwarding any data cell over
the link, the sender needs to receive credits for the VC from
the receiver. At various times, the receiver sends credits to
the sender indicating availability of buffer space for
receiving data cells of the VC. After having received
credits, the sender is eligible to forward some number of
data cells of the VC to the receiver according to the received
credit information. Each time the sender forwards a data
cell of a VC, it decrements its current credit balance for the
VC by one.

There are two phases in flow controlling a VC. In the
first buffer allocation phase, the VC is given an allocation
of buffer memory, Buf_Alloc , in the receiver. In the
secondcredit control phase, the sender maintains a non-
negative credit balance,Crd_Bal , to ensure no overflow
of the allocated buffer in the receiver.

An experimental OC-12 (622-Mbps) ATM switch [2]
with credit flow control has been developed by BNR and
Harvard. An ATM network testbed involving multiple
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copies of this switch and a variety of ATM host adapter
cards is operational. Experiments on this testbed have
confirmed the benefit of credit-based flow control as
described in this article. (See Section 8.) Independently,
Digital Equipment Corporation has also developed a credit-
based ATM network.

For the remaining section, we first describe a protocol for
the credit control phase. Then we introduce the notion of
static vs. adaptive credit control, reflecting if the buffer allo-
cation is static or adaptive. Next, we overview the sender-
and receiver-oriented adaptive approaches. Finally, we
describe in some detail a receiver-oriented adaptive buffer
allocation scheme.

4.1. Credit Update Protocol

TheCredit Update Protocol (CUP) [8] is an efficient and
robust protocol for implementing credit control over a link.
(A link can be a physical link connecting two adjacent
nodes, or a virtual circuit connecting two remote nodes.) As
depicted by Figure 2, for each flow-controlled VC the
sender keeps a running totalTx_Cnt of all the data cells it
has transmitted, and the receiver keeps a running total
Fwd_Cnt  of all the data cells it has forwarded. (If cells are
allowed to be dropped within the receiver, Fwd_Cnt  will
also count these dropped cells). The receiver will enclose
the up-to-date value ofFwd_Cnt in each credit record
transmitted upstream via a credit cell. When the sender
receives the credit record with valueFwd_Cnt , it will
update the credit balance,Crd_Bal , for the VC:

Crd_Bal = Buf_Alloc - (Tx_Cnt - Fwd_Cnt) (1)

whereBuf_Alloc  is the total number of cells allocated to
the VC in the receiver.

Note that the quantity, Tx_Cnt - Fwd_Cnt , repre-
sents the “outstanding credits” which correspond those cells
of the VC which the sender has transmitted but the receiver
has not forwarded. As depicted in Figure 2, these cells are
“in-flight cells to arrive” and “cells in queue” at the time
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Figure 1:  Credit-based flow control
applied to each link of a VC
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when the receiver sends credit recordFwd_Cnt  to the
sender. Thus Crd_Bal  computed by the sender using
Equation (1) is the proper new credit balance, in the sense
that as long as the sender transmits no more thanCrd_Bal
cells, it will not overrun the VC’s allocated buffer in the
receiver. See [8] for a scheme of usingcredit_check cells
periodically sent from the sender to the receiver, to recover
from possible loss of data or credit cells.

The frequency at which the receiver sends credit records
for a VC depends on the VC’s progress. More precisely,
each time after the receiver has forwarded “N2” cells for
some positive integerN2, the receiver will send a credit
record upstream. The value ofN2 can be set statically or
adaptively.

The Buf_Alloc  value given to a VC determines the
maximum bandwidth allowed to the VC by credit flow
control. Without loss of generality, we assume that the
maximal peak bandwidth of any link is 1, and represent the
rate of a VC as a fraction of 1. For the rest of Section 4 we
also make a simplifying assumption that all links have the
same peak bandwidth of 1. LetRTT be the round-trip time,
in cell transmission times, of the link between the sender
and the receiver (see Figure 2) including both link propaga-
tion delays and credit processing time. Assume that the
receiver uses a fair scheduling policy between VCs with
Crd_Bal  > 0, when forwarding cells out from its output
link. Then if there areN active VCs competing for the same
output link, the maximum average bandwidth overRTT that
the VC can achieve is:

BW = Buf_Alloc / (RTT + N2*N) (2)

Note that when there is only one VC using the output port,
i.e., N = 1, the VC’s bandwidth can be as high asBuf_
Alloc /(RTT + N2 ).

The CUP scheme is a lower level and lighter weight
protocol than typical sliding window protocols used in, e.g.,
X.25 and TCP. In particular, CUP is not linked to retrans-
mission of lost packets. In X.25 or TCP, loss of any packet
will stop advancing the window until the dropped packet
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Figure 2:  Credit Update Protocol (CUP)
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has been retransmitted successfully. To implement this,
each data packet carries a sequence number. In contrast, in
CUP the sender does not retransmit lost data cells, the
receiver does not reorder received cells, and data cells do
not carry sequence numbers.

It can be shown [10] that CUP produces the same buffer
management results as the well-known “incremental” credit
updating methods (see, e.g., [3, 6]). In these other methods,
instead of sendingFwd_Cnt values upstream the
receiver sends incremental credit values to be added to
Crd_Bal  at the sender.

4.2. Static vs. adaptive credit control

We call a credit-based flow controlstatic or adaptive, if
the buffer allocation is static or adaptive, respectively. In a
static credit control, a fixed value ofBuf_Alloc  will be
used for the lifetime of a VC. Requiring only the implemen-
tation of CUP in Section 4.1 or some equivalent protocol,
the method is extremely simple.

There are situations, however, where adaptive credit
control is desirable. In order to allow a VC to operate at a
high rate, Equation (2) implies thatBuf_Alloc  must be
large relative toRTT+ N2*N . Allocating a small buffer to
a VC can prevent the VC from using otherwise available
link bandwidth. On the other hand, committing a large
buffer to a VC can be wasteful, because sometimes the VC
may not get sufficient data and scheduling slots to transmit
at the desired high rate. The proper rate at which a VC can
transmit depends on the behavior of traffic sources,
competing traffic, scheduling policy, and other factors, all of
which can change dynamically or may not be known a
priori. In this case, adaptive credit control, which is static
credit control plus adaptive adjustment ofBuf_Alloc  of a
VC according to its current bandwidth usage, can be attrac-
tive.

Generally speaking, for configurations where a large
Buf_Alloc  relative toRTT + N2 *N is not prohibitively
expensive, it may be simplest just to implement static credit
control. This would give excellent performance. Otherwise,
some adaptive buffer allocation scheme may be used to
adjust Buf_Alloc  adaptively. The adaptation can be
carried out by software.

4.3. Adaptive buffer allocation

Adaptive buffer allocation allows multiple VCs to share
the same buffer pool in the receiver node adaptively,
according to their needs. That is,Buf_Alloc  of a VC will
automatically decrease, if the VC does not have sufficient
data to forward, cannot get sufficient scheduling slots, or is
back-pressured due to downstream congestion. The freed up
buffer space will automatically be assigned to other VCs

which have data to forward and are not congested down-
stream.

Adaptive buffer allocation can be implemented at the
sender or receiver node. As depicted by Figure 3, in a
sender-oriented adaptive scheme [8, 11] the sender adap-
tively allocates a shared input-buffer at the receiver among
a number of VCs from the sender that share the same buffer
pool. The sender can allocate buffer for the VCs based on
their measured, relative bandwidth usage on the output port
p [8].

Receiver-oriented adaptation [9] is depicted by Figure 4.
The receiver adaptively allocates a shared output-buffer
among a number of VCs from one or more senders that
share the same buffer pool. The receiver can allocate buffer
for the VCs based on their measured, relative bandwidth
usage on the output portq [9].

Receiver-oriented adaptation is suited for the case where
a common buffer pool in a receiver is shared by VCs from
multiple upstream nodes. Figure 4 depicts such a scenario:
the buffer pool at output portq of the receiver switchRcv is
shared by four VCs from two switchesSnd1 andSnd2. Note
that the receiver (Rcv) can observe the bandwidth usage of
the VCs fromall the senders (that is,Snd1 and Snd2 for
Figure 4). In contrast, each sender can only observe the
bandwidth usage of those VCs going out from the same
sender. Therefore, it is natural to use receiver-oriented adap-
tation in this case.

Moreover, receiver-oriented adaptation naturally
supports the adaptation ofN2 values for individual VCs, in
order to minimize credit transmission overhead and increase
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buffer utilization. Since only the receiver needs to useN2
values, it can conveniently change them locally, as
described in Section 4.4.

4.4. Receiver-oriented adaptive buffer allocation

We describe the underlying idea of the receiver-oriented
adaptive buffer allocation algorithm in [9]. In referring to
Figure 4, letRTT be the maximum of all theRTTs andM be
the size, in cells, of the common buffer pool in the receiver.

For each allocation interval, which is set to be at least
RTT, the receiver will compute a new allocation and anN2
value for each VC according its relative bandwidth usage.
Over the allocation interval, letVU andTU be the number of
cells forwarded for the VC and that forwarded for all theN
active VCs, respectively. Then for the VC, the new alloca-
tion is:

Buf_Alloc = (M/2 - TQ - N)*(VU/TU) (3)

and the newN2 value is:

N2 = Buf_Alloc/4 (4)

whereTQ is the total number of cells currently in use in the
common buffer pool at the receiver. For the purpose of
presenting the basic adaptive idea here, it is without loss of
generality that in this section floor and ceiling notations for
certain quantities are ignored, such as those in the right-
hand sides of the above two equations. See [9] for precise
definitions and analysis of all quantities.

It is easy to see that the adaptive formula of Equation (3)
will not introduce cell loss. The equation says that for each
allocation interval, the VCs divide the “pie” of sizeM/2  -
TQ - N according to their current relative bandwidth usage
VU/TU. Thus, the total allocation for all the VCs is no more
than (M/2  - TQ -N) +N or M/2  - TQ, assuming the each of
theN VCs is always given at least one cell in its allocation.
Since allocation intervals are at leastRTT apart, after each
new allocation, the total number of in-flight cells is bounded
by the totalprevious allocation. Note that the total previous
allocation is no more thanM/2  - TQprev ≤ M/2 , where
TQprev  is the TQ value used then. Therefore the total
memory usage will never exceed (M/2  - TQ)+ M/2 + TQ
or M, and consequently adaptive buffer allocation will not
cause cell loss. This analysis also explains whyM is divided
by 2 in Equation (3).

Equation (4) allows the frequency of transmitting credit
cells of the VC, i.e., theN2 value, to adapt to the VC’s
currentBuf_Alloc , or equivalently, its relative bandwidth
usage. That is, VCs with relatively large bandwidth usage
will use large N2 values, and thus will reduce their band-
width overhead of transmitting credit records upstream. (In
fact, by adaptingN2 value and by packing up to 6 credit
credits in each transmitted credit cell, the transmission over-

head for credit cells can be kept very low. Simulation results
in [9] show that this overhead is generally below a few
percent and sometimes below 1 percent.) On the other hand,
an inactive VC could be given anN2 value as small as one.
With a smallerN2 value, the receiver can inform the sender
the availability of buffer space sooner, and thus increase
memory utilization. TheN2 value would increase only
when the VC’s bandwidth ramps up. Thus the required
memory for eachVC could be as small as one cell.

From Equations (2), (3) and (4), we can show that the
adaptive scheme guarantees that a VC will ramp up to its
fair share. A sufficient condition is that a fair scheduling
policy is employed, the switch buffer size

M = 4*RTT + 2*N (5)

or larger is used, and a significant portion of the switch
buffer is not occupied, i.e.,TQ < 2*RTT/3 .

Assume that there areN - 1 active VCs which in aggre-
gate already get the full link bandwidth of an output port of
the receiver. Now a new VC using the same output port
starts and wishes to get its fair share, i.e., 1/N, of the link
bandwidth. Suppose that the VC’s current buffer allocation
X is insufficient for achieving this target bandwidth. That is,
by Equations (2) and (4),

or, equivalently,

Note that with the current allocationX, by Equation (2) the
relative bandwidth that the VC can achieve satisfies:

SinceTQ < 2*RTT/3, it follows from Equation (5) and the
last two inequalities above that:

Thus the new allocation for the VC computed by Equation
(3) will be strictly larger thanX. In this way the buffer
allocation for the VC will keep increasing after each round
of new allocation, as long as the achievable bandwidth
allowed by the currentBuf_Alloc X is less than1/N  and
the total queue lengthTQ is less than2*RTT/3 .

In fact, the ramp up rate for a VC is exponential in
number of allocations initially, when the bandwidth allowed
by the credit control is small and whenTQ is small. We can
easily explain this exponential ramp up, using the last
inequality expression above, for the simplifying case that
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TQ = 0. WhenRTT is large andX*N/4 is much smaller
than RTT, the middle term is about a factor of two larger
than the third term. That is,X is ramped up roughly by a
factor two every new allocation. In general, from the
inequality expression we see that ifM = 2*a*RTT+2*N ,
then the ramp up factor for each allocation is aboutα.
Therefore the largerα or M is the faster the ramp up is.

5. Rationale

We discuss some key reasons behind the credit-based
approach. In fact, the same rationale, perhaps formulated in
a different form, is applicable to any flow control scheme.

5.1. Resource over-allocation to achieve high
efficiency

For efficiency reasons, the sizeM of the total allocated
buffer in the receiver generally needs to be larger thanRTT.
This is over-allocation in the sense that if traffic is 100
percent steady state,M need only beRTT for sustaining the
peak bandwidth of the output link. However, for bursty
traffic, we needM to be larger thanRTT to allow high link
utilization and reduce transmission time.

First consider static credit control. If it is affordable, we
can letBuf_Alloc  be RTT+N2 for every one of theN
active VCs. Then by Equation (2) the maximum bandwidth
the VC can achieve is at least 1/N for any value ofN. When
a scheduling slot for the output link becomes available, an
“eligible” VC at the sender that has data and credit can
transmit instantly at the peak link rate. When there are no
other competing VCs, i.e.,N=1, any single VC can sustain
the peak link rate by Equation (2). Thus, link utilization is
maximized and transmission time is minimized.

Now consider adaptive credit control. As in the static
case,M needs to be large for increased link utilization and
reduced transmission time. For adaptive buffer allocation,M
needs to be large also for fast ramp up, as analyzed in the
end of Section 4.

Intuitively, receiver-oriented adaptation needsRTT more
buffer than sender-oriented adaptation, because receiver-
oriented adaptation involves an extra round-trip delay for
the receiver to inform the sender of the new allocation. Thus
the minimum buffer size for receiver-oriented adaptation is
increased fromRTT to 2*RTT. Suppose that the total
memory size is larger than the minimum 2*RTT, e.g. as
given by Equation (5). Then the part of the memory that is
above the minimum 2*RTT will provide “headroom” for
each VC to grow its bandwidth usage under the current
buffer allocation. If the VC does increase its bandwidth
usage, then as described in Section 4.3 the adaptation
scheme will notice the increased usage and will subse-
quently increase the buffer allocation for the VC [8, 9].

The receiver-oriented adaptive buffer allocation scheme
in [9] usesM given by Equation (5). Analysis and simulation
results have shown that with this choice ofM the adaptive
scheme gives excellent performance in utilization, fairness,
and ramp-up [9].

5.2. Link-by-link flow contr ol to increase quality
of control

Link-by-link flow control has shorter and more predict-
able control loop delay than end-to-end flow control. This
implies smaller memory requirements for switching nodes
and higher performance in utilization, transmission time,
fairness, etc.

Link-by-link flow control is especially effective for
handling transient “cross” traffic. Consider Figure 5 where
T is an end-to-end flow controlled traffic using some trans-
port-level protocol such as TCP and X is high-priority cross
traffic. If X uses the whole bandwidth of the Switch3’s
output link, then the entire window of T for covering the
end-to-end round-trip delay would have to be buffered to
avoid cell loss. With link-by-link flow control, all the
buffers on the path from the source of T to switch3 can be
used to prevent cell loss. In contrast, without link-by-link
flow control, only the buffer at the congestion point (i.e.,
Switch3 in this case) can be used for this purpose.

Moreover, sufficient predictability in the control loop
delay is necessary for the receiver is to perform policing.
After issuing a flow control command to the sender, the
receiver will start policing the traffic according to the new
condition only after the control loop delay. Effective
policing will not be possible if control loop delay cannot be
bounded.

Figure 5:  (a) W ith link-by-link flow control, all
buffers on the path leading to the congestion

point (i.e., Switch3) where traffic T meets cross
traffic X can be used for preventing cell loss;
(b) without link-by-link flow control, only the

buffer in Switch3 can be used.
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5.3. Per-VC queueing to achieve high degree of
fairness

To achieve fairness between bursty VCs sharing the
same output, it is necessary to have separate queueing for
individual VCs. Using a fair round-robin scheduling policy
among these queues, cells from different VCs will be sent
out in a fair manner.

6. Rate-based flow control

Rate-based flow control consists of two phases:rate
setting by sources and network, andrate control by sources.
These two phases correspond to the buffer allocation and
credit control phases in credit-based flow control.

Rate control is a shaping function, for which various
implementations are possible. For example, when a cell of a
VC with a given rate r arrives, the cell will be scheduled for
output at time 1/r after the previous output of the same VC.
By sorting arriving cells into buckets according to their
departure times, rate control can be implemented without
per-VC queueing (although per rate-bucket queueing may
be needed).

Suppose that traffic is so steady-state that it is possible to
set the rate for each VC perfectly against some performance
criteria, and these rates need not change over time to sustain
the target performance. Then, if the VCs are shaped at the
sources according to the set rates, the rate-based flow
control method should work just fine. There would be no
need for link-by-link flow control and per-VC queueing in
the network. The buffer in a switch can also be kept at the
minimum, almost like in a synchronous transfer mode
(STM) switch.

However, setting rates perfectly or near optimally is a
complicated matter. Consider, for example, the configura-
tion of Figure 6, known at the ATM Forum as “Generic
Fairness Configuration” (GFC) [14]. All traffic sources are
assumed to be persistently greedy, and can transmit at the
peak link rate when the bandwidth is available.

S5S4S3S2S1
[1/3]

A(3)

C(3)
D(6)

E(6)F(2)

A(3)

B(3)

B(3)

C(3)D(6) E(6)F(2)

Figure 6:  Generic Fairness Configuration (GFC)
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[ ]: Link bandwidth

Link bandwidth = 1 if not indicated

PD: Propagation delay in cell transmission times over a link of bandwidth 1

=1800 =1800 =1800 =1800

Note that both traffic B and E share the same link
between S4 and S5, and the source of E is closer to the link
than that of B. This is analogous to a parking lot scenario in
which E starts from a position closer to the exit than B. In a
normal, real-world parking lot, E would have an unfair
advantage over B by being able to move itself in front of B
and get out first. However, in a good ATM network with
separate virtual circuits for B and E, they ought to share
fairly the bandwidth of the link, as long as they are not
bottlenecked elsewhere in the network.

With this fairness objective in mind, we naturally
consider the performance criterion described below. First,
the VCs on the most congested link will share the link band-
width equally, and this determines the rates to be set for
these VCs. Then, apply the procedure to the other VCs with
the remaining bandwidth of the network. Continue
repeating the procedure until rates for all the VCs have been
assigned. Table 1 shows the resulting rates assigned to indi-
vidual VC groups.

Translating the above mathematical rate-setting proce-
dure into an efficient and robust implementation is a major
challenge. First, under highly bursty ABR traffic, because
load changes rapidly, there would be no static rate setting
that can be ideal for any significant period of time. When
traffic changes, “optimal” rates to be assigned to the
affected VCs must change accordingly.

For this reason, adaptive rate setting is necessary for
bursty traffic, and has been subject to intensive research for
many years. The “Enhanced Proportional Rate-Control
Algorithm (EPRCA)” [12] is one of the latest schemes
considered at the ATM Forum, and represents the kind of
adaptive rate setting schemes this article assumes.

Rate adaptation can not be so precise that the newly
derived rates will be just right with respect to current load,
for at least two reasons. First, information and measure-
ments based on which adaptation is performed can not be
totally complete or up-to-date due to various cost and
implementation constraints. Second, feedback control time
which the adaptation takes to inform sources can vary due
to disparities in propagation delay and link speed, conges-
tion conditions, scheduling policies, and many other factors.

Group Bandwidth Bottleneck Link

A 1/27 = 0.037 S1-S2

B 2/27 = 0.074 S4-S5

C 2/9 = 0.222 S3-S4

D 1/27 = 0.037 S1-S2

E 2/27 = 0.074 S4-S5

F 1/3 = 0.333 S2-S3

Table 1: Expected rates for VC groups
in generic fairness configuration (GFC)
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Rate adaptation should not be precise either. To achieve
high utilization under bursty traffic, it is necessary that the
total assigned rate for all the VCs over a link be higher than
the peak link rate. Consider a simple scenario of Figure 7
involving only two VCs, A and B. Assume that the two VCs
share the same switch output link of bandwidth 1, and each
have a data burst that would take a unit time to transmit over
a link of bandwidth 1. Suppose that the B burst arrives one
unit time later than the A burst. Then as Figure 7 depicts, in
the precise rate setting case where each VC is set with a rate
of .5, it would take a total of 3 time units to complete the
transmission of both the A and B bursts. In contrast, in the
over-allocating rate setting case where each VC is set with a
rate of 1, it would take only 2 time units to do the same.
This need of over-allocating resources is similar to that
discussed in Section 5.1 for credit control.

As discussed above, since adaptationcan not andshould
not be precise, rates set by the adaptation may not be totally
correct. Bounding the liability of overrunning switch
buffers is then a first order issue. Ideas from credit control’s
method for preventing buffer overflow may be exploited.
This is the subject of the next section.

7. Rate-based control in credit style

Rate control can use the credit style of buffer overflow
prevention if the sender reduces its transmission rate when
the receiver’s buffer gets to be full. In credit control, the
receiver in this case will send upstream reduced credit and
allocation amounts, as described in Section 4. In rate
control, the receiver can similarly send upstream reduced
rates, as described below. Unlike in other rate-based
methods we are aware of, it is now the size of theunoccu-
pied memory in the receiver that determines the total of

VC Rate = .5

Figure 7:  Both bursts A and B complete
transmission earlier and make higher utilization
of switch output link in the over-allocating case

than in the precise case.

Precise Allocation:
Peak Link
Rate = 1

VC Rate = .5
(IDLE)

Burst A

Burst B

VC Rate = 1Over Allocation:
Peak Link
Rate = 1

(IDLE)

Burst A
VC Rate = 1

Burst A

Transmission time = 3X

Transmission time = 2X

rates allocated to the senders. As in adaptive credit schemes,
the current relative bandwidth usage of individual VCs
determines the rates allocated to them.

We describe this rate-based control scheme in credit
style, in referring to the configuration of Figure 4. LetRTT
be the maximum of all theRTTs. We assume that the
senders implement shaping to enforce rates of outgoing
VCs as set by the receiving end of each link. A sender could
be a switch, a source host, or any “virtual source” on the
network edge. Below is a pseudocode for the scheme.

Notations
UM Unoccupied Memory in the shared buffer pool at the

receiver
AR Allocated Rate for a VC
TAR Total Allocated Rate for all VCs sharing the same

buffer
MR Measured Rate for a VC at the output. (To simplify

presentation, measurement code is omitted here.)
TMR Total Measured Rate for all VCs

Rate Setting Algorithm at Receiver
begin
if (UM ≤ 2*RTT*Cur_TAR) or (UM > 8*RTT*Cur_TAR)

Update rates allocated to senders:
New_TAR = UM/(4*RTT);

// Note New_TAR ≤ Cur_TAR/2 or New_TAR > Cur_TAR*2,

// respectively.
Compute new allocated rate for each VC:

AR = (MR/TMR)*New_TAR;
//AR is proportional to VC’s usage.

Send updated ARs upstream
end

The basic idea of this credit-style rate-based scheme is
that as soon as the receiver realizes that UM gets to be “too
small”, i.e.,UM≤ 2*RTT*TAR,  a New_TAR smaller than
currentCur_TAR will be computed and resultingARs for
individual VCs will be sent upstream. (One can easily see
that New_TAR ≤ Cur_TAR/2 .) Before theNew_TAR
takes effectRTT time later, some in-flight cells underCur_
TAR may still arrive. These will be no more than
RTT*Cur_TAR  cells. Thus,UM will never get below
RTT*Cur_TAR  whenNew_TAR takes effect. This proves
that like credit control this rate-based scheme will not lose
cells due to congestion.

On the other hand, whenUM gets to be “too large”, i.e.,
UM > 8*RTT*TAR , a New_TAR larger thanCur_TAR
will be computed and resultingARs for individual VCs will
be sent upstream. (One can easily see thatNew_TAR >
Cur_TAR*2 .) The increasedNew_TAR will help improve
network utilization and reduce transmission time. Note that
New_TAR will not be too large that there could be a danger
that it will cause buffer overflow. When New_TAR takes
effect, UM will still be at least7*RTT*Cur_TAR  or 3.5*
RTT*New_TAR. If in the futureUM decreases and gets as
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low as2*RTT*New_TAR, another smallerNew_TAR will
be computed and used to set new rates in time to prevent
buffer overflow.

This method can achieve zero cell loss and bound the
total memory requirement for achieving this. However, the
method still needs careful parameter tuning to ensure fair-
ness and efficiency under bursty traffic. For example,
exactly how fast the TAR should be increased or decreased
under various network and load conditions needs to be
determined. Simulation results will be reported in a forth-
coming report by Kung and Lin of Harvard.

8. Summary of some simulation and
experimental results

Substantial simulations done by ATM Forum members
have revealed performance differences between flow
control mechanisms in three areas: fairness, link utilization,
and switch memory use. Most of these simulations have
been performed on the GFC topology shown in Figure 6,
and would ideally yield the per-VC bandwidths given in
Table 1. While in many circumstances credit and rate flow
control perform similarly, only credit so far has demon-
strated its robustness in achieving high performance under
stressful conditions. Here we present a brief summary of
these simulation results, with a focus on work done at
Harvard. For details the reader should contact responsible
researchers and look into the references.

A thorough simulation study of credit flow control [9]
shows that it is almost perfectly fair not just with steady
traffic in the GFC configuration, but also with highly bursty
traffic over links of widely varying bandwidths and propa-
gation delays. A study by Su, Golmie, Chang, and Benmo-
hamed of NIST confirms the fairness and high link
utilization of credit over GFC. Simulation results in [9]
show that the same high performance can actually be
achieved with a large number of VCs, e.g., 500 active VCs,
sharing the same output link.

To evaluate the effectiveness of the adaptive buffer algo-
rithm during severe congestion, the simulation suite in [9]
includes a case where the bandwidth of a bottleneck link is
suddenly reduced 100-fold. The simulation results show
that during the bandwidth reduction period, not only do new
VCs still ramp up quickly (modulo to linkRTT), but also
they ramp up in a fair manner.

Similar simulations by Bennett, Chang, Kung, and Lin of
Fore Systems and Harvard, reported in the ATM Forum,
pinpoint situations in which credit control has unique
advantages. For instance, if one connection alternates short
bursts with long silences, a competing connection can fill in
all the gaps with credit control, ensuring full link utilization.

A good deal of traffic over future ATM networks may
well use existing transport protocols such as TCP/IP. TCP

has its own window-based flow control mechanism [7]
which interprets lost or delayed packets as evidence of
congestion. Studies by Fang and Chen of Sandia National
Laboratories show that TCP connections over credit get
close to fair shares of bandwidth and achieve full link utili-
zation.

We have recently conducted flow control experiments on
the experimental Harvard/BNR ATM switch mentioned
early in Section 4. The experimental results with TCP and
video confirm that credit-based flow control substantially
increases efficiency under congestion. For example, for
reasons similar to those discussed in Section 5, when
multiple TCP sessions compete for bandwidth over a single
link through a switch with a 200-cell buffer, the efficiency is
only 30 percent without flow control. With flow control, the
efficiency rises to over 98 percent. Flow control also helps
insulate different connections, which experiments have
proved to be particularly important for traffic such as video
which does not provide transport-layer flow control and
error correction.

Further study is needed in this area. For example, it
would be of interest to understand the performance of
various flow control methods for distributed computing and
for large networking scenarios involving many users and a
wide range of link propagation delays and bandwidths. We
encourage additional simulation and field tests.

9. Fundamental issues

Credit flow control enjoys some fundamental advantages
over rate-based control. We summarize them here in the
hope of contributing to general understanding of flow
control.

Rate-based control assumes that the rates for the circuits
sharing a link can be made to converge on sensible values.
However, the network load may change faster than the
control system can react. On a very fast network, transfers
may also take too little time to achieve a steady state. For
instance, TCP sessions often transfer no more than a few
dozen KBytes [13] and the required transmission time on a
link of OC-3 rate, 155Mbps, is only a few milliseconds. (An
extensive Unix file size survey [4] has shown that the
average file length is only around 22KBytes and most files
are smaller than 2Kbytes.) This situation will only get
worse with increasing network capacity, and with the
increasing differences in bandwidth available in different
parts of the network.

For this and other reasons discussed in Section 6, rate
adaptation can not and should not be precise. Since rates
may not be set correctly, controlling the liability of overrun-
ning switch buffers in an efficient and robust manner is crit-
ical to a flow control method.
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In particular, when a network is heavily loaded with
high-priority traffic, switches may want the option of
temporarily turning off particular virtual circuits. It might
seem natural to simply give a circuit a rate of zero.
However, most proposed scheduling mechanisms for hosts
and switches use inter-cell gaps to enforce rates. No inter-
cell gap corresponds to a rate of zero. Some other mecha-
nism may be needed to handle cases in which a switch
would like to set a rate to zero. More generally, it’s difficult
to design hardware to provide a wide range of accurate
rates.

Credit flow control is explicit about how much data a
sender may transmit without receiving further credit. Lost
or delayed feedback messages will not hurt, as the sender
would just use the previous allowance. When necessary, the
sender’s transmission can be stopped completely, i.e., effec-
tively making the rate equal to zero. When receiver-oriented
adaptive buffer allocation is used, the receiver can send
upstream credit information (e.g.,Fwd_Cnt ) together with
the new allocation in the same management cell. If the
management cell is lost or delayed, the sender would just
use the previously received credit and allocation; the
liability of overrunning the receiver’s buffer is bounded.

Rate-based methods can be enhanced in controlling the
buffer overflowing problem and thus deciding their memory
requirements, by using ideas of credit control as outlined in
Section 7. However, the resulting rate-based control still
cannot easily handle situations in which management cells
for rate updating are lost or delayed. Sources could slowly
decrease the rate towards zero if no management cells
arrive, but this would be at the expense of lowered network
utilization and increased traffic delay. Ideally, sources
should actually operate at over-allocated rates for efficiency
reasons, as we have discussed in Section 6. In contrast,
credit flow control does not have to worry about all these
issues about how rates should be increased or decreased.
Just imagine how hard it would be to make TCP work reli-
ably and efficiently by using rate instead of window control
over the Internet.

10. Conclusions

Significant differences separate credit and rate flow
control. Credit provides precise control over buffer use, and
can stop transmission automatically to avoid buffer overrun.
Typical rate control methods provide no similar guarantee,
partially to avoid some of the expense involved in imple-
menting credit hardware. However, in the long run rate-
based switches will probably need similarly complex hard-
ware anyway, to enforce fairness and shape traffic at each
switch.

Analysis, simulation and actual experiments on
switching hardware show that credit flow control works

well over a wide range of network conditions. At one
extreme, static allocation of buffers to circuits guarantees no
loss due to congestion, high utilization and fairness, regard-
less of traffic patterns. This kind of guarantee may be a
requirement, not just a luxury, in order to provide accept-
able service under harsh conditions. The adaptive credit
system can reduce memory requirements to just a few
round-trip times worth of cells, while maintaining no loss
and high performance. Thus a credit system can provide
good performance even if future networks are nothing like
current predictions. In addition, credit flow control is an
existence proof that congestion control can enforce guaran-
teed no data loss.

As our field experience with ATM networks expands, we
will have much to learn, especially on interaction of ATM
flow control with higher-lever protocols. Future research in
congestion control should explore the patterns of real traffic
on high-speed networks. Working prototypes of the
competing flow control systems should be compared.
Without such experience it is not possible to make proper
trade-offs between performance and cost.

Standards work and implementations should not exclude
the possibility of experimenting with different flow control
schemes. A system rushed to market is not likely to stand
the test of time, and should have built-in possibilities for
evolution. As a minimum, negotiated use of different flow-
control protocols should be allowed. Effective mechanisms
to let switches send out rate-management messages in time
to prevent buffer overflow, such as those described in
Section 7, can be studied. Moreover, a sequence number
field can be included in rate-management messages. This
field would be able to captureFwd_Cnt  values and thus
allow CUP implementation. Independently, sequence
numbers would be useful for the policing as discussed in
Section 5.2, anyway. For example, after a switch receives a
sequence number originally generated by it and later echoed
back by the source, the switch can start policing.
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