
Error-Resilient Video Coding in 
the IS0 MPEG-4 Standard 
Raj Talluri, Texas Instruments 

This article describes error resilience aspects of the video coding ABSTRACT techniques that are standardized in the IS0 MPEG-4 standard. 
The article begins with a description of the general problems in  robust wireless video 
transmission. The specific tools adopted into the 150 MPEG-4 standard t o  enable the com- 
munication of compressed video data over noisy wireless channels are presented in detail. 
These techniques include resynchronization strategies, data partitioning, reversible VLCs, 
and header extension codes. An overview of the evolvina IS0  MPEG-4 standard and i ts  < 

current status are described. 

ecent advances in technology have resulted in a 
rapid growth in mobile communications. With this 

explosive growth, the need for reliable transmission of mixed 
media information - audio, video, text, graphics, and speech 
data - over wireless links is becoming an increasingly impor- 
tan t  application requirement.  Typically, the  bandwidth 
requirements of raw video data are very high (a 176 x 144- 
pixel 4:2:0 color video sequence requires over 1 Mbis). Video 
compression techniques are used to reduce the bandwidth 
requirements and enable the transmission of video informa- 
tion over band-limited wireless channels. These techniques 
typically apply predictive coding, that is, code the information 
in the current frame of the video signal predictively as a dif- 
ference signal with respect to the previous frame. They also 
employ variable-length coding schemes such as Huffman 
codes to achieve a further degree of compaction [l]. 

Wireless channels are typically noisy and suffer f rom a 
number of channel degradations such as bit errors and burst 
errors due to fading and multipath reflections [2]. When com- 
pressed video data is sent over these channels it is subject to 
these degradations. The effect of channel errors on com- 
pressed video can be  very severe. Variable-length coding 
schemes also render the compressed bitstream very brittle to  
channel errors. As a result, the video decoder that is decoding 
the corrupted video bitstream loses synchronization with the 
encoder. Predictive coding techniques such as motion compen- 
sation applied in current video compression standards make 
matters worse by quickly propagating the effects of channel 
errors across the video sequence and rapidly degrading video 
quality. This renders the video sequence totally unusable. 
Unless the video encoder and decoder take proper remedial 
steps the video communication system totally breaks down. 

Current video compression techniques take a number of 
steps to enable robust transmission of compressed video data 
over noisy communication channels. This article describes the 
methodologies adopted by the International Organization for 
Standardization (ISO) Motion Picture Experts Group v. 4 
(MPEG-4) video compression standard [3]. 

The article is organized as follows. The next section dis- 
cusses the general problem of wireless video transmission and 
the various steps that need to be taken by the video encoder 
and decoder to enable robust video transmission. After that 
an overview of the I S 0  MPEG-4 standard is presented, out- 
lining the technologies adopted by the standard, the different 
functionalities provided by these technologies, and various 

application areas enabled by these func- 
tionalities. This section also describes 
the timeline of the standard. The fol- 
lowing section discusses the  e r ror  
resilience work in the MPEG-4 stan- 

dard and describes the different tools adopted into the stan- 
dard to enable robust video communication over noisy wireless 
channels. The error resilience evaluation criterion used in 
evaluating the MPEG4 tools is described, and then the part of 
the MPEG-4 video coding standard that handles arbitrarily 
shaped video objects and the error resilience aspects of these 
tools. Finally, the article concludes with a summary and a dis- 
cussion of future work. 

ERROR-RESILIENT VIDEO CODING 
A block diagram of a typical video compress 
shown in Fig. 1. First, each of the current frames of the video 
sequence is partitioned into rectangular regions of 16 x 16 pix- 
els called macroblocks. For each macroblock, the motion esti- 
mation stage of the  video encoder computes the  motion 
vectors that best represent the location in the previous frame 
where image pixels of similar intensity values occur. The  
motion compensation stage applies these motion vectors to 
the corresponding macroblocks in the previous frame and 
computes a motion-compensated frame which is an estimate 
of the current frame based on the previous frame. The inten- 
sity differences between this motion-compensated frame and 
the current frame are then computed. The frame representing 
these differences is called as the residual frame. The residual 
frame represents the information in the current frame that 
cannot be predicted from the previous image. This residual 
frame is then coded by the discrete cosine transform (DCT) 
stage. The DCT is typically performed on 8 x 8 pixel blocks. 
The quantized DCT coefficients are then coded using vari- 
able-length coding (VLC) schemes such as Huffman coding. 
Hence, for every frame of the  video sequence the  video 
encoder transmits motion vector information, DCT informa- 
tion, and some overhead header information. In order to  
achieve further coding efficiency, the header and motion vec- 
tor information are also coded using VLC techniques. These 
motion-compensated frames of the video sequence are known 
as predictive frames or inter frames. Some frames of the video 
sequence are coded completely with respect to themselves 
with no motion compensation, and these are known as intra 
frames. Intra frames do not have any motion vector informa- 
tion associated with them. 

When the compressed video data is transmitted over a 
wireless communication channel, it is subjected to channel 
errors in the form of bit errors and burst errors. Typically, in 
order to  make the video codec more resilient to  channel 
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bit errors' but their performance is usually 
inadequate against burst 
errors. These FEC techniques also come with 
an increased overhead in terms of the overall 

iFigure 2. At  the decoder, it is u z y  notpossible to detecttheerror at the actual 
error occurrence location; hence, all the data between the two resynchronization 
points may need to be discarded. 

bitstream size; hence, some of the coding effi- 
ciency gains achieved by the video compres- 
sion are lost. Typically, we apply FEC to provide a certain 
level of protection to the compressed bitstream, and the resid- 
ual errors are handled by the error-resilient video decoder. 

To handle the residual errors, the following stages are 
required at the video decoder: 

Error detection and localization 
Resynchronization 
Data recovery 
Error concealment 
FEC techniques can also be used to detect errors and pass 

the location of the errors to  the video decoder so that the 
video decoder can conceal the errors. In addition to FEC, syn- 
tactic and semantic e r ror  detection techniques a re  also 
applied at the video decoder to enable the video decoder to 
detect when a bitstream is corrupted by channel errors. In a 
typical block-based video compression technique that uses 
motion compensation and DCT, the following checks are 
applied to detect bitstream errors: 

The motion vectors are out of range. 
An invalid VLC table entry is found. 
The DCT coefficient is out of range. 
The number of DCT coefficients in a block exceeds 64. 
When the decoder identifies any of these conditions in the 

process of decoding a video bitstream, it flags an error and 
jumps to the error-handling procedure. Due to the nature of 
the video compression algorithms, the location in the bit- 
stream where the decoder detects an error is not the same 
location where the error has actually occurred but some unde- 
termined distance away from it. This is shown in Fig. 2. 
Hence, once the decoder detects an error it loses synchroniza- 
tion with the encoder. Resynchronization schemes are then 
employed for the decoder to fall back into lock step with the 
encoder. While constructing the bitstream the encoder inserts 
unique resynchronization words into the bitstream at approxi- 
mately equally spaced intervals. These resynchronization 
words are chosen such that they are unique from the valid 
video bitstream. That is, no valid combination of the video 
algorithm's VLC tables can produce these words. Upon detec- 
tion of an error the decoder seeks forward in the bitstream, 

hunting for this known resynchronization word. Once this 
word is found, the decoder then falls back in synchronization 
with the encoder. At this point, the decoder has detected an 
error, regained synchronization with the encoder, and also iso- 
lated the error between the two resynchronization points. 

As mentioned above, due to the extensive use of VLC 
tables, even after error detection typically the decoder can 
only isolate the error to be somewhere between the resyn- 
chronization points, but not pinpoint its exact location. Hence, 
all of the data that corresponds to the macroblocks between 
these two resynchronization points needs to be discarded, as 
shown in Fig. 2.  The effects of displaying an image recon- 
structed from erroneous data can cause highly annoying visual 
artifacts. 

Some data recovery techniques such as reversible decoding 
enable the decoder to salvage some of the data between the 
two resynchronization points. These techniques advocate the 
use of a special kind of VLC table at the encoder in coding 
the DCTs and motion vector information. These special VLCs 
have the property that they can be decoded in both the for- 
ward and reverse directions. By comparing the forward and 
reverse decoded data, the exact location of the error in the bit 
stream can be localized more precisely, and some of the data 
between the two resynchronization points can be salvaged. 
The  use of these reversible VLCs (RVLCs) is part  of the 
MPEG-4 standard and will be described in greater detail in 
the following sections. 

After data recovery, the effect of the data deemed to be in 
error needs to be minimized. This is the error concealment 
stage. One simple error concealment strategy is to simply 
replace the luminance and chrominance of the erroneous 
macroblocks with the luminance and chrominance of the cor- 
responding macroblocks in the previous frame of the video 
sequence. While this technique works fairly well and is simple 
to implement, more complex technique use some type of esti- 
mation strategy to exploit the local correlation that exists 
within a frame of video data to come up with a better esti- 
mate of the missing or erroneous data. These error conceal- 
ment strategies are essentially post-processing algorithms and 
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MPEG-2 followed closely behind MPEG-1 &d 
addresses broadcast TV applications. MPEG-2 is 
a hugely successful standard with significant 
acceptance in the marketplace with a number of other appli- 
cations in addition to broadcast TV [9]. Some of the promi- 
nent applications of MPEG-2 include direct broadcast satellite 
(DBS), digital versatile disk (DVD) and high-definition TV 
(HDTV). Initially, MPEG-3 was reserved for HDTV applica- 
tions. However, MPEG-2 was later found to be suitable for 
HDTV, and it was decided to include HDTV as a separate 
profile of MPEG-2 and discontinue the MPEG-3 work item. 

MPEG-4 is the next audiovisual coding standard from IS0  
after MPEG-1 and MPEG-2. Unlike the previous two stan- 
dards, which had one clear application in mind when they 
were developed, MPEG-4 is a much broader umbrella-type 
standard that has a number of different technologies, which 
are targeted at different applications. Initially MPEG-4 was 
aimed primarily at low-bit-rate video communications; howev- 
er, its scope was later expanded to be much more of a multi- 
media coding standard. MPEG-4 is efficient across a wide 
variety of bit rates ranging from a few kilobits per second to 
tens of megabits per  second. In  addition t o  providing 
improved coding efficiency, MPEG-4 also provides a number 
of functionalities. These include: 
0 The ability to efficiently encode mixed media data such 

as video, graphics, text, images, audio, and speech, called 
audiovisual objects (AVOS) 

* The ability to create a compelling multimedia presenta- 
tion by compositing these mixed media objects by a com- 
positing script 

0 Error resilience to enable robust transmission of com- 
pressed data over noisy communication channels 

* The ability to encode arbitrarily shaped video objects 
* Multiplexing and synchronization of the data associated 

with these objects so that they can be transported over 
network channels providing a quality of service (QoS) 
appropriate to the nature of the specific objects 

image. 

* The abilitv to interact with the 

1 
- __ 

are not mandated by the standard [5-71 Howev- - , ed to the wealth of information available on 
er,  different implementations of the wireless - , MPEG at  the official MPEG web site 
video systems utilize different kinds of error con- __ . .' . http://www.cselt.it/mpeg and in other recent 
cealment strategies based on the available com- MPEG-4 publications [lo-141. 
putational power and the quality of the channel. MPEG-4 reached Committee Draft  (CD) 

standard status in November 1997. MPEG-4 will 
be released in November 1998, and will be an 
official International Standard (IS) in January 
1999. The MPEG-4 Committee has also taken 
the approach of versioning to the standard for- 
mation process. Version 1 of the standard is now 
in CD status; version 2 will reach CD status in 
November 1998. MPEG-4 v. 1 includes a number 
of useful tools [3], and v. 2 is expected to include 
some others being developed by the standards 
body [15]. It is expected that MPEG-4 v. 2 will be 
backward-compatible with MPEF-4 v. 1. 

AN MPEG-4 OVERVIEW 
MPEG-4 is an ISO/International Electrotechni- 
cal Commission (IEC) standard being developed 
by MPEG. MPEG also developed the Emmy- 
award-winning standards MPEG-1 and MPEG-2. 
MPEG-1 is an audiovisual coding standard 
aimed at addressing the storage and retrieval of 
multimedia information on a CD-ROM 181. 

I c; 
I I  

- _- 

=Figure 3 ~ ~ 2 6 3  
GOBnumberingfor 
a QCIF(176x144) 

As a multimedia coding standard, MPEG-4 
standardizes tools not only for video coding but also for cod- 
ing audio, graphics, and text. The standard also includes a sys- 
tems part, which describes how the audio, video, text, and 
graphics are synchronized and presented in a compelling man- 
ner for various applications. In this article, we limit our dis- 
cussion to the video error resilience tools that are included in 
MPEG-4 v. 1. We will describe each of these tools and demon- 
strate how together they enable robust video transmission 
over noisy communication channels such as wireless video 
links. 

ERROR RESILIENCE TOOLS IN MPEG-4 
A number of tools have been incorporated into the MPEG-4 
video encoder to make it more error-resilient. These tools 
provide various important properties such as resynchroniza- 
tion, error detection, data recovery, and error concealment. 
There are four tools: 

Video packet resynchronization 
Data partitioning (DP) 
Reversible VLCs (RVLCs) 
Header extension code (HEC) 

We describe below each of these tools and its advantages. 

RESYNCHRONIZATION 
As mentioned earlier, when the compressed video data is 
transmitted over noisy communication channels, errors are 
introduced into the bitstream. A video decoder that is decod- 
ing this corrupted bitstream will lose synchronization with the 
encoder (it is unable to identify the precise location in the 
image where the current data belongs). If remedial measures 
are  not  taken, the quality of the  decoded video rapidly 
degrades and quickly becomes totally unusable. 

One amroach is for the encoder to introduce resvnchro- 

audiovisual scene generated at 
the receiver end 
These functionalities supported 

by the standard will enable many 
compelling applications ranging 
from wireless videophones to Inter- 
net  multimedia presentations,  
broadcast TV, and DVD. A stan- 
dard that supports these diverse 
functionalities and associated appli- 
cations is fairly complex. This arti- 
cle focuses only on the error  
resilience aspects of the MPEG-4 
video encoder. The reader is direct- 

I 
U Figure 4. Position of the resynchronization 

markers in the bitstream for a baseline H.263 
encoder with GOB headers. 

B H 1 1 1 B 5 1  
U Figure 5. Position of the resynchronization 

markers in the bitstream for an MPEG-4 encoder 
with video packets. 

nization markers in the bitstkam at 
various locations. When the decoder 
detects an error it can then hunt for 
this resynchronization marker and 
regain resynchronization. Previous 
video coding standards such as 
H.261 [16] and H.263 [17, 181 logi- 
cally partition each of the images to 
b e  encoded into rows of mac- 
roblocks called groups of blocks 
(GOBs). These GOBs correspond 
to a horizontal row of macroblocks 
for QCIF images. Figure 3 shows 
the GOB numbering scheme for 
H.263 for QCIF resolutions. In the 
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I Resync. marker MB no. QP Combined motion and DCT data 

every’5l i  bits) ,  t h e  macrobioc i  
interval between the resynchronization markers is a lot  
closer in the high-activity areas and a lot farther apart in 
low-activity areas. Thus, in the presence of a short burst of 
errors, the decoder can quickly localize the error to within 
a few macroblocks in the important high-activity areas of 
the image and preserve the image quality in these areas. In 
the case of baseline H.263, where the resynchronization 
markers are restricted to be at the beginning of the GOBS, 
it is only possible for the decoder to isolate the errors to a 
fixed GOB independent of image content. Hence, effective 
coverage of the resynchronization marker is reduced from 
that of the MPEG-4 scheme (Fig. 5). The recommended 
spacing of the resynchronization markers in MPEG-4 is 
based on the bit rates. For 24 kb/s it is recommended to  
insert them at intervals of 480 bits; for bit rates between 25 
to 48, every 736 bits. The later version of H.263 [19] adopt- 
ed a resynchronization scheme similar to  MPEG-4 in an 
additional annex (Annex K, Slice Structure Mode). 

Note that in addition to inserting the resynchronization 
markers at the beginning of each video packet, the encoder 
also needs to remove all data dependencies that exist between 
the data belonging to two different video packets within the 
same image. This is required because, even if one video pack- 
et in the current image is corrupted due to errors, the other 
packets can be decoded and utilized by the decoder. In order 
to remove these data dependencies, the encoder inserts two 
additional fields in addition to the resynchronization marker 
at the beginning of each video packet, as shown in Fig. 6. 
These are: 

The absolute macroblock number of the first macroblock 
in the video packet, MB no., which indicates the spatial 
location of the macroblock in the current image 
The quantization parameter, QP, which denotes the 
default quantization parameter used to  quantize the 
DCT coefficients in the video packet 

The encoder also modifies the predictive encoding method 
used for coding the motion vectors such that there are no pre- 
dictions across the video packet boundaries. 

ing to  this area generate more bits 
than other parts of the image. Now, 

any macroblocks in the packet is not erroneous. Figure 6 
shows the organization of the video data within a packet for a 
typical video compression scheme without data partitioning. 

Within the combined motion and DCT data part, each 
macroblock’s (MB’s) motion vectors and DCT coefficients are 
encoded. Note that this part is of variable length and also in 
general contains a lot more data than the three preceding 
header fields. 

Figure 7 shows the syntactic elements for each MB in the 
case of a typical video encoder such as H.263. This data is 
repeated for all macroblocks in the packet. The subscripts indi- 
cate the macroblock number. The COD is a 1-bit field used to 
indicate whether a certain macroblock is coded or not. The 
MCBPC is a variable-length field used to indicate two things: 

The mode of the macroblock, such as INTRA, INTER, 
INTER4V (8 x 8 motion vectors), and INTRA+Q (the 
quantization factor is modified for this NB from the pre- 
vious MB) 
Which of the two chrominance blocks of the MB is 
coded 

DQUANT is an optional 2-bit fixed-length field used to indi- 
cate the incremental modification to the quantization value 
from the previous macroblock‘s quantization value. CBPY is a 
VLC that indicates which of the 4 blocks of the MB are  
coded. Encoded MVs are the motion vector differences by a 
VLC. Note that the motion vectors are predictively coded 
with respect to  the neighboring motion vectors; hence, we 
only code the motion vector differences. DCT data comprises 
the 64 DCT coefficients actually encoded via zig-zag scanning 
and run-length-encoded, and then a VLC table [3] 

Previous researchers have applied the idea of partitioning 
the data into higher- and lower-priority data in the context of 
ATM or other packetized networks to achieve better error 
resilience properties [20-221. 

In MPEG-4, the data partitioning mode partitions the data 
within a video packet into a motion part and a texture part 
separated by a unique motion boundary marker (MBM), as 

COD, MCBPC, CBPY, DQUANT, Encoded MV(s), 
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not end in the correct position for the next resyn- 
chronization marker, we do not need to discard all 
the motion data since we can salvage the motion 
data as validated by the detection of MBM. 

DCT data. 

shown in Fig. 8. This figure shows the bitstream organization 
within each video packet with data partitioning. The sub- 
scripts indicate the macroblock numbers. Note that compared 
to Fig. 6, the motion and DCT parts are now separated by an 
MBM. In order to minimize the differences from the conven- 
tional method, we maintain all the same syntactic elements as 
the conventional method and reorganize them to enable data 
partitioning. All the syntactic elements that have motion-relat- 
ed information are placed in the motion partition, and all 
those that relate to DCT data are placed in the DCT parti- 
tion. Figure 9 shows the bitstream elements after reorganiza- 
tion of the motion Dart, and Fig. 10 shows 

REVERSIBLE VARIABLE-LENGTH CODES 
As mentioned above, one of the problems with transmitting 
compressed video over error-prone channels is the use of vari- 
able-length codes. During the decoding process, if the decoder 
detects an error while decoding VLC data, it loses synchro- 
nization and hence typically has to discard all the data up to 
the next resynchronization point. RVLCs alleviate this prob- 
lem and enable the decoder to better isolate the error loca- 
tion by enabling data recovery in the presence of errors. 
RVLCs are special VLCs that have the prefix property when 
decoding them in both the forward and reverse directions. 

Hence, they can be uniquely decoded in 
bitstream elementSAof the DCT-part. Note 
that we now d a c e  COD. MCBPC. and the 

- both the f&ward and rcversk directions. 

!> . tion, it fimps to the next resynchronization 
marker and decodes the bitstream in the 

_ .  . .  backward direction U 
error.  Based on the 
error locations, the decoder can recover 
some of the data that would otherwise have 
been discarded. In  Fig. 11, only data in the 
shaded area is discarded; note  that  if 
RVLCs were not used, all the data between 
two consecutive resynchronization markers 
would have to be discarded. 

The Hamming weight of a binary 
sequence is defined as the number of 1s in 
the sequence. For example, the Hamming 

weight of 110110 is 4. One way to generate RVLCs is to take 
a constant Hamming weight code and add a fixed-length pre- 
fix and suffix to it. Consider a code of Hamming weight 1 
shown in the first column of Table 1. We can add a constant 
prefix and suffix 1 to it and form an RVLC, as shown in the 
second column of Table 1: In this table an additional symbol 0 
is added to the RVLC to complete the code. 

Note that the decoder can forward and backward decode 
the above RVLC by counting the number of 1s in the code to 
determine the termination of the code. In the above example 
the decoder knows it reached the end of a code word when it 
decodes three 1s. More complex and complete RVLCs can be 
formed by increasing the length of the fixed-length prefix, and 
also by including the bit inverses of the RVLCs. In the latter 
case, the decoder needs to count the number of Os in the sym- 
bol to determine the end of the symbol. 

In general, the RVLC property reduces the coding effi- 
ciency of the VLC tables [24]. By proper use of training video 
sequences, the RVLCs are made to  match the probability 
characteristics of the DCT coefficients as closely as possible 

part of the packet. 
The MBM marks the end of the motion 

data and the beginning of the DCT data. The 
MBM is computed from the motion VLC 
tables using a search program such that this 
marker word is Hamming distance 1 from 
any possible valid combination of the motion 
VLC tables [23]. This word is uniquely decod- 
able from the motion VLC tables. It indicates 
to the decoder the end of the motion infor- 
mation and the beginning of the DCT infor- 
mation. The number of macroblocks (NMB) 
in the video packet is implicitly known after 
encountering the MBM. Note that the MBM 
is only computed once based on the VLC tables and is fixed in 
the standard. Based on the VLC tables in MEPG-4, the MBM is 
a 17-bit word whose value is 1 1111 0000 0000 0001. When an 
error is detected in the motion section, the decoder flags an 
error and replaces all the macroblocks in the current packet with 
skipped blocks until the next resynchronization marker. Resyn- 
chronization occurs at the next successfully read resynchroniza- 
tion marker. If any subsequent video packets are lost before 
resynchronization, those packets are replaced by skipped mac- 
roblocks as well. When an error is detected in the texture section 
(and no errors are detected in the motion section) the NMB 
motion vectors are used to perform motion compensation. The 
texture part of all the macroblocks is discarded and the decoder 
resynchronizes to the next resynchronization marker. 

If an error is not detected in the motion or texture section 
of the bitstream, and the resynchronization marker is not 
found at the end of decoding all the macroblocks of the cur- 
rent packet, an error is flagged. In this case, only the texture 
part of all the macroblocks in the current packet needs to be 
discarded. Motion compensation can still be applied for the 
NMB macroblocks since we have high- 
er confidence in the motion vectors 
since we got the MBM. 

Hence, the advantages of this data 
partitioning method are twofold. We 
have a more stringent check on the 
validity of the motion data since we 
need to get the MBM at the end of the 
decoding of motion data in order for 
us to consider the motion data to be 
valid. In case we have an undetected 
error in the motion and texture, but do 
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Figure I O .  Bitstream components of the DCTdata. 
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such that the RVLCs still main- 
tain the ability to compactly pack 
the bitstream while retaining the 

MPEG-4 utilizes such efficient 
e r ror  resilience properties.  

tax such that all the DCT coeffi- 
cients occur together and hence 

Discard Use , can be coded effectively using the 
~ ~ ~ k ~ ~ ~ d  decoding RVLC tables. In MPEG-4 V. 1, 

property and still maintain good 
coding efficiency properties [25]. 

Note that the MPEG-4 standard does not standardize the 
method in which an MPEG-4 decoder has to apply the RVLCs 
for error resilience. However, one possible strategy that is rec- 
ommended is shown in Fig. 12. The bitstream is first decoded in 
the forward direction, and the decoding process is finished if no 
error is detected. If an error is detected, two-way decode is car- 
ried out and the following bit-discarded strategies are used. Let 
L: Total number of bits for DCT coefficients part in 

a video packet 
N: Total number of MBs in a video packet 
L1: Number of bits which can be decoded in forward 

decoding 
L2: Number of bits which can be decoded in backward 

decoding 
N1: Number of MBs which can completely be decoded 

in a forward decoding 
N 2  Number of MBs which can completely be decoded 

in a backward decoding 
f-mb(S): Number of decoded MBs when S bits can be  

decoded in a forward direction 
b-mb(S):Number of decoded MBs when S bits can be  

decoded in a backward direction 
T: Threshold (90 is the MPEG-4 recommended value) 

This strategy is applied in the case that L1 + L2 < L and 
N1 + N2 < N. Here f-mb(L1- 7‘) MBs from the beginning 
and b-mb(L2 - T> MBs from the end are used. MBs of the 
dark part are discarded. 

Similar strategies are recommended for the other cases of 
L1 and L2 and for the treatment of the INTRA-coded mac- 
roblocks in the bitstream. In the MPEG-4 evaluations, RVLCs 
have been shown to provide a significant gain in subjective 
video quality in the presence of channel errors by enabling 
more data to be recovered. Note that for RVLCs to be most 
effective, all the data that is coded using the same RVLC tables 
has to occur together. Hence, in MPEG-4 RVLCs are utilized 
in the data partitioning mode which modifies the bitstream syn- 

L 

Error detected positions 
in a bitstream 

U 

jr N r ;  
Number of decoded 7 
L1 and L2 

w 

MBs corresponding to N I  j j N2 i 

MB to be discarded 

I 
f-mb(L1 - 7 l  b-mb(L2-7l ~ 

.~ -- 1 
W Figure 12. One decoding strategv when errors are detected in 

the MPEG-4 bitstream and RVLCs are used to encode the 
DCT coeficients. 

for coding the motion vector 
information as well. 

HEADER EXTENSION CODE (HEC) 
Some of the most important information the decoder needs to 
be able to decode the video bitstream is the header data. This 
data includes information about the spatial dimensions of the 
video data, the time stamps associated with the decoding and 
presentation of this video data, and the mode in which the 
current video object is encoded (whether predictive o r  
INTRA). If some of this information is corrupted due  to 
channel errors, the decoder has no other recourse but to dis- 
card all the information belonging to the current video frame. 
In order to reduce the sensitivity of this data, a technique 
called header extension code (HEC) is introduced into the 
MPEG-4 standard. In each video packet, a 1-bit field called 
the HEC bit is introduced. If this bit is set, the important 
header information that describes the video frame is repeated 
in the video packet. By checking this header information in 
the video packets against the information received at  the 
beginning of the video frame, the decoder can ascertain if the 
video frame header is received correctly. If the video frame 
header is corrupted, the decoder can still decode the rest of 
the data in the video frame using the header information 
within the video packets. 

In MPEG-4 verification tests, it was found that the use of 
HEC significantly reduced the number of discarded video 
frames and helped achieve higher overall decoded video quality. 

MPEG-4 ERROR RESILIENCE 
EVALUATION CRITERION 

All the tools that have been accepted into the MPEG-4 stan- 
dard are evaluated thoroughly and independently verified by 
two parties before being accepted into the standard [26]. The 
techniques are rigorously tested over a wide variety of test 
sequences, bit rates,  and er ror  conditions. A set of test  
sequences in QCIF format (frame size 144 x 176 pixels, pro- 
gressive scan, 4:2:0 subsampling format) are coded at 24 and 
48 kb/s. The compressed bitstreams are corrupted using ran- 
dom bit errors, packet loss errors, and burst errors. A wide 
variety of random bit errors - BER of 10-2-10-3, burst errors 
of durations 1,10, and 20 ms, and packet loss errors of vary- 
ing lengths (96400 bits) and error rates (1k2 and 3 x - 
have been tested [27 ] .  To provide statistically significant 
results, 50 tests are performed for each of the mentioned 
error conditions. In each test, errors are inserted in the bit- 
streams at different locations. This is achieved by changing 
the seed of the random number generators used to simulate 
the different error conditions. 

For each test, the peak signal-to-noise ratio (PSNR) of the 

video is computed. Then the average PSNR of the 50 runs is 
computed for each frame in the sequence. To evaluate the 
performance of the proposed techniques, the average PSNR 
values generated by the error-resilient video codec with and 
without each error resilience tool are compared. The tech- 
niques a re  also compared on the basis of the number of 

video decoded from the corrupted stream and the original 
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. -. .._ . . - - .. . - . ._ - .. MPEG-4 standard, it is possible to encode each of 

? v l o t ! ~ ~ ~ *  ,mi d c i ~ y t ~ l ~ ~ r  71.71 29.17 these as a separate video object and also transmit a 
compositing script that describes how these video 

torctnan 19.34 20.1!1 
.. . . .__ . . . ___. . . objects need to be composed to make a compelling 

Couist Guml  20.71 22.u2 presentation at the decoder. One of the advantages of 
this approach is that, depending on the channel band- 
width and the relative importance of each video 
object, the temporal and spatial resolution of each 
individual video object can be independently con- 
trolled, thereby achieving more efficient utilization of 
the available channel bandwidth. For example, in this 

scene the fast-moving ballerina in the news clip can be coded at 
a much higher temporal update rate (frame rate) than the slow- 
moving newscasters. Note that these individual video objects 
can be graphics or text objects. Another advantage of this 
object-based coding approach is that the encoder can now 
make a compelling multimedia presentation using mixed media 
types such as video, graphic, and text objects, and encode each 
object efficiently using the encoder best suited for that data. 
Other advantages include the ability to edit the compressed bit- 
stream at the decoder by modifying the compositing script to 
make another presentation without having to  decode and 
recode the video data. Video games, Internet streaming media, 
and multimedia presentations are expected to benefit from this 
object-based coding functionality supported by MPEG-4. 

However, in order to code arbitrarily shaped video objects, 
it is no longer sufficient for the video encoder to encode just 
the motion vectors and DCT coefficients; the shape of the 
video object now needs to  be encoded efficiently a t  each 
instant of time. MPEG-4 has standardized a very efficient 
shape coding method that codes both binary and grayscale 
shapes, from lossy to lossless. In MPEG-4, to make the trans- 
mission of the video data corresponding to arbitrarily shaped 
video objects, all the above error resilience approaches are 
extended to handle not only the rectangular video frames but 

.. . 

' 

Table 2. Thepeifonnance of the MPEG-4 error-resilient video encoder 
with and without data partitioning for random errors (BER lk3) on the 
MPEG-4 test sequences. 

frames discarded due to errors and the number of bits dis- 
carded. Before accepting a technique into the standard the 
additional bit rate overhead incurred due to this technique 
compared to the baseline is compared to the gains provided 
by the technique. 

Techniques that consistently achieve superior performance 
independently verified by two different parties are then 
accepted into the standard. As an example, the data partition- 
ing technique achieves an average of 2 dB performance gain 
over the wide range of test sequences and error conditions. 
Table 2 summarizes the performance of the error-resilient 
video codec with and without data partitioning for the entire 
set of test sequences on one of the error conditions. Each 
entry in the table is the average of the PSNR (luminance 
component only) of all 100 frames across all 50 runs. This is 
also illustrated in graphical form in Fig. 13, which shows the 
performance with and without data partitioning. Similar con- 
sistently better performance gains were obtained for the other 
error conditions and test sequences. 

Because of the MBM insertion in the video packet, the 
data partitioning technique results in a higher overall bit rate. 
The amount of overhead bit rate depends on the frequency at 
which the video packets occur. The overhead bit rate resulting 
from the MPEG-4 test conditions is about 2-3 percent. 

This 2-3 percent overhead in additional bit 
rate was deemed acceptable for the amount of 
PNSR and subjective quality gain achieved, 
which resulted in acceptance of the technique. 
Similar results were demonstrated by the video 
packet-based resynchronization tool, HEC, and 
RVLC. 

AREHTRARILY SHAPED 
VIDEO OBJECTS 

The I S 0  MPEG-4 video coding standard is the 
first video coding standard that supports the 
encoding of not only rectangular video frames 
but also arbitrarily shaped video objects [3]. For 
instance, using this standard it is possible to seg- 
ment the incoming video sequence into seman- 
tically meaningful video objects and encode 
each of these objects separately in the bit- 
stream. However, note that the MPEG-4 stan- 
dard does not standardize the segmentation 
methods, only the method for encoding the seg- 
ment sequences. The encoder can choose to  
segment the input video sequences into inde- 
pendent video objects by automatic, semi-auto- 
matic, or manual means as demanded by the 
application. Consider a news clip consisting of 
newscasters, a background scene, a news clip of 

without data partitioning for random errors (BER lk3) on one of the MPEG-4 
test sequences. 
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also the arbitrarily shaped video objects. For exam- 
ple, in data partitioning mode the data within each 
video packet is now partitioned into three parti- 
tions corresponding to shape, motion, and texture. 
The resynchronization strategy, HEC, and RVLCs 
also extend to the arbitrarily shaped object mode 
of MPEG-4. MPEG-4 thus has the ability to trans- 
mit object-based coded media robustly over noisy 
communication channels. 

CONCLUSIONS 
In this article we present the error resilience aspects 
of the IS0  MPEG-4 video standard. A number of 

Figure 14. MPEG-Bprovides the technology to encode arbitrarily shaped 
video objects. 

tools have been adopted into the I S 0  MPEG-4 
video standard which enable robust transmission of 
compressed video over noisy communication channels such as 
wireless links. We describe these tools in detail and highlight 
their relative advantages. These are tools that mitigate the 
effects of residual errors in the video decoder. 

There are, however, a number of other methods that further 
improve the performance of the wireless video codec which the 
standard does not specify. If the encoder and decoder are 
aware of the limitations imposed by the communication chan- 
nel, they can further improve the video quality using these 
methods. They include encoding methods such as rate control 
to  optimize the allocation of the effective channel bit rate 
between various parts of video to be transmitted, and intelligent 
decisions on when and where to place INTRA refresh mac- 
roblocks to limit the error propagation. Decoding methods such 
as superior error concealment strategies which further conceal 
the effects of erroneous macroblocks by estimating them from 
correctly decoded macroblocks in the spatiotemporal neighbor- 
hood can also significantly improve the effective video quality. 

This article mainly focuses on the error resilience aspects 
of the video layer. There are a number of error detection and 
correction strategie,s such as forward error correction (FEC), 
that add on top of these techniques to further improve the 
reliability of the transmitted video data. These FEC codes are 
typically provided in the systems layer [28] and the underlying 
network layers. Some networks may also provide a back chan- 
nel, which can effectively be utilized in retransmitting some of 
the corrupted video data - if the ensuing network delay is 
tolerable by the application. 

Given all these advances in video coding technology, coupled 
with the technological advances in processor technology, mem- 
ory devices, and communication systems, wireless video com- 
munications is fast becoming a very compelling application. 
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