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Abstract—

The packet lossesmposedby IP networks can causelong and erratic re-
covery delays,sincesendersmust often useconsewative lossdetectionand
retransmissionmechanisms. This paper proposesa model to explain and
predict lossrates for TCP traffic. Basedon that model, the paper describes
a newrouter buffering algorithm, Flow-Proportional Queuing (FPQ), that
handlesheary TCP loads without imposing high lossrates. FPQ controls
TCP by varying the router’'s queuelength in proportion to the number of
active TCP connections. Simulation resultsshav that FPQ producesthe
same average transfer delays as existing schemes,but makes the delays
more predictableand fairer.

I. INTRODUCTION

The traditional role of buffer spacein Internetroutersis to
absorbtransientmbalancedetweerofferedload andcapacity
Choosingthe amountof buffer memoryhasbeensomethingof
a blackart: too little risks high lossratesandlow link utiliza-
tion, too muchriskslong queuingdelays. Currentpracticefa-
vorslimiting buffer spaceto no morethanis requiredfor good
utilization. Theresultis thatrouterscontrolcongestiorby inten-
tionally discardingpacletswhentheirqueuesretoolong. Most
Internettraffic sourcegespondo lossby decreasinghe rateat
which they senddata, so limited buffering and loss feedback
may appeato beareasonabl@approacho congestiorcontrol.

In contrastthis paperarguesthatrouterqueudengthsshould
vary with the numberof active connections.The TCP protocol
thatcontrolssources'sendratesdegradegapidly if the network
cannotstoreat leasta few paclketsperactive connection.Thus
theamountof routerbuffer spacaequiredfor goodperformance
scaleswith the numberof active connections.If, asin current
practice thebuffer spacedoesnot scalein this way, theresultis
highly variabledelayon a scaleperceptibleby users.

The simultaneousequirement®f low queuingdelayand of
large buffer memoriesfor large numbersof connectiongpose
a problem. This papersuggestghe following solution. First,
routersshouldhave physicalmemoryin proportionto the maxi-
mum numberof active connectionshey arelikely to encounter
Secondroutersshouldenforcea droppingpolicy aimedatkeep-
ing theactualqueuesizeproportionako theactualnumberof ac-
tive connectionsThis algorithm,referredto hereasFPQ(Flow-
ProportionalQueuing),automaticallychoosesa good tradeof
betweermueuingdelayandlossrateoverawide rangeof loads.

FPQ provides congestionfeedback using queuing delay
which it makes proportionalto the number of connections.
TCP’s window flow control causest to sendat a rateinversely
proportionalto the delay Thus the combinationof TCP and
FPQcausegachTCPto sendatarateinverselyproportionalto

thenumberof TCPssharingalink, justasdesired.

Simulationsunder heary load shav that FPQ producesa
fairer distribution of delaysthanlossfeedback:every transfer
seesthe samequeuingdelay in FPQ, whereasloss feedback
sharplysegregatestransferanto unlucky ones(which seetime-
outs)andlucky ones(which do not). FPQ's delayfeedbackpro-
ducesthe sameoverall delay asthe timeoutsproducedby loss
feedback.

The restof this paperhasthe following organization. Sec-
tion Il demonstratethat TCP is unfair and erraticunderhigh
lossrates.Sectionlll presentsa modelexplaininghow network
load affectslossrate. SectionlV describeshe FPQalgorithm
for copingwith heary network loads.SectionV evaluated=PQ%
performanceawith simulations. SectionVI relatesFPQto pre-
vious work in queuingand congestioncontrol. Finally, Sec-
tion VII summarizeshe papers results.

Il. TCPBEHAVIOR WITH HIGH LOSS RATES

A TCP [1] sendersetsthe rate at which it sendsdatausing
window flow control. It ordinarily sendsonewindow of paclets
perroundtrip time. TCP adjustsits window sizeto reflectnet-
work conditionsasfollows[2]. Eachtime TCPsendsawindow
of pacletsit increasethewindow sizeby onepaclet. Eachtime
TCPdecideghatthe network hasdiscardedh paclet, it cutsthe
window in half. TCP candetectiost pacletsquickly using“f ast
retransmit”[3] aslong asthe window is largerthan3 paclets.
Whenfastretransmitfails TCPfallsinto a conserative retrans-
missiontimeoutof a secondr more. Thuslossaffectsdelayin
two ways: by decreasing CP'swindow sizeandsendrate,and
by forcing TCPinto timeouts.

Figure 1 shaws the effect of losson averagetransferdelay
The graphis the result of NS-1.4[4] simulationsat different
uniform loss rates, using 20-paclet transfers, TCP Tahoe[3],
no delayedacks,anda 0.1 secondround-trippropagatiortime.
Theseresultsaresimilarto thoseproducedyy Cardwells model
for shortconnectiong5].

Thereis nothingvery surprisingin Figurel: asthelossrate
increasesTCP slows down. Hiddenby the averageshowever,
are significantly skewed distributions, illustrated by Figure 2.
Eachof the plots shows the cumulative distribution of thetime
requiredto completesimulated20-paclettransfersat particular
lossrates. For example,with alossrate of 10%, about40% of
transferscompletedin lessthana second;5% of the transfers
took morethan 10 seconds.The 40% correspondo transfers
thatexperiencecho timeouts. The “steps”arecausedy TCP’s
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Fig. 1. Effectof losson transferdelay From simulationsof 20-paclet TCP
transfersunderuniform paclet loss.
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Fig. 2. Distribution of delaysrequiredfor 20-paclet TCP transfers.Eachplot
correspondso adifferentuniform lossrate.

useof retransmissiotimerswith 0.5-secondyranularityandby
exponentialretransmissiotvacloff.

The delaydistributionsin Figure2 areheavy tailed. For ex-
ample thedistributionfor alossrateof 15% matcheghe Pareto
distribution

PIX <X =1 (4/x)*®

Figure3 showvsthe closenessf the complement®f thetails of
the actualand Paretodistributions. The tail is heary because
TCP doublesits retransmissiotimeoutinterval with eachsuc-
cessieloss. This meanghatwhenthenetwork dropspaclketsto
force TCPsto slow down, the bulk of the slowing is doneby an
unlucky minority of thesenders.

Whatwewouldliketo seein Figure2is that,atany givenloss
rate, mosttransfersseeaboutthe samedelay This would pro-
vide fair andpredictableserviceto users.In contrast,Figure2
shavsthathighlossratesproduceerraticandunfair delays.The
first steptowardsimproving the delay distribution is to under
standthe cause®f highlossrates.
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Fig. 3. Tail of thecomplementaryransferdelaydistribution for 15%lossrate,
comparedo a heary-tailed Paretodistribution.

I1l. LOAD AND LOSS RATE

The following function approximateshe averagewindow
size(w) thatTCPuseswhenfacedwith aparticularaveragdoss
rate(l): 0.87

W=7 1)
This formulais adaptedrom Floyd [6] and Mathis et al. [7];
moredetailedapproximationsanbefoundin Padhyeet al. [8]
andCardwellet al. [5].

Equationl canbeviewedin two ways. First, if the network
discardspaclets at a rate independentf the senders actions,
Equationl describeshow the sendemwill react. Secondjf the
network canstoreonly alimited numberof paclets,Equationl
indicateghelossratethe network mustimposein orderto make
TCP’swindow fit in thatstorage We canrearrangeheequation
to emphasizéhis view:

0.76
=

(2)

As asimpleexampleof the useof Equation2, considera sin-
gle TCPsendingthroughbottleneckrouterthatlimits the queue
lengthto 8 paclets. Ignoring packetsstoredin flight, the TCP’s
window mustvary betweemd and8 paclets,averaging6. Equa-
tion 2 impliesthatthe network mustdiscard2.1%of the TCP’s
paclets. The network usesthis lossrateto tell TCP the correct
window size.

Considernext N TCPssharinga bottlenecklink with queue
limited to Spaclets. The TCPs’window sizesmustsumto S, so
thatw = S/N. Substitutinginto Equation2 yields an approxi-
matelossrateprediction:

N2
| =0.76 =

For bottlenecksharedy mary TCPs,Equation3 suggests:
« The “meaning” that the loss rate corveys back to sending
TCPsis the perTCP shareof the bottleneckstorage Thelosses

(3)



a TCPencounterseflectthe aggreyatesituation,notits own ac-
tions.

« Load,in the senseof “heavy load causeshigh lossrates), is

sensiblymeasuredy the numberof competingTCP connec-
tions.

« A bottlenecks capacity or ability to handleload, is deter

minedby its paclet storage.

A. Limitations

Equationl, andall theequationglerivedfrom it, areonly ac-
curatewith certainassumptionsThe competingTCPsmustbe
making transfersof unlimited duration. The sendingapplica-
tions mustalwayshave dataavailableto send. The TCPsmust
all belimited only by thebottleneckunderconsideration.

The equationsarenot accuratdf the lossrateis high enough
that TCP’s behavior is dominatedby timeouts.Part of the point
of this paperis that appropriatebuffering techniquescan help
avoid suchhighlossrates.

The amountof storageavailable in the network actuallyin-
cludespaclets storedin flight on the links aswell as paclets
gueuedn routers.This numberis thesum,overall the TCPs,of
eachTCP's shareof the bottleneckbandwidthtimesthe TCP’'s
propagationround-triptime. If the TCPshave similar round
trip times,thelink storagds thebottleneckhandwidthtimesthe
roundtrip time. Thusthepropervaluefor Sin Equation3 is this
link storageplustherouter's queuebuffers.

A furtherrestrictionon S is thatit mustreflectthe average
numberof paclketsactuallystoredin the network. In particular
it mustreflecttheaverageactualqueudength,whichis nottypi-
cally thesameastherouters maximumqueudengthparameter
ThusEquation3 mustbetailoredto suit particularqueuingand
droppingstratgies,the subjectof Sectionlll-B.

Subjectto the restrictionsand correctionsoutlined above,
Equation 3 producespredictionsthat closely match simula-
tions[9].

B. Specialization to RED

Equation3 mustbemodifiedto reflectary particularqueuing
systems queudengthmanagemenrpolicy. Consideyfor exam-
ple, RandomEarly Detection(RED) [10]. RED discardsran-
domly selectedncomingpacletsat a ratesetby this simplified

formula:
Oa

MaXih

maXp (4)
0a is the averagequeuelength over recenttime, maxy, is a
parameterreflecting the maximum desiredqueuelength, and
max, is a parametereflecting the desireddiscardrate when
Oa = MaXih.

If thereareN competingl CPs theneachTCP’swindow size
will averageroughlyw = d,/N. We cancalculatethe discard
raterequiredto achieve thisw usingEquation2:

NZ
| =076

a

()

CombiningEquations4 and5 to eliminatel andsimplifying
resultsin this estimateof the averagequeudength:

0.9IN?/3max;; /3
Oa = W (6)

A RED routerworks bestif g, never exceedsmax,, so that
the routeris never forcedto drop 100% of incoming paclets.
Equation6 impliesthatthe parametevaluesrequiredto achiere
this goal dependon the numberof active connections.This is
aformalizationof anideausedby ARED [11] andSRED[12],
which keepg, low by varying max, asa function of N. The
obsenationthatonecouldinsteadsary maxy, andfix max; is one
way of looking atthe FPQalgorithmpresentedn SectionlV of
this paper

C. Discussion

Many existing routersoperatewith limited amountsof buffer-
ing. Onepurposeof buffering is to smoothfluctuationsin the
traffic, sothatdatastoredduring peakscanbe usedto keepthe
link busy duringtroughs. Recommendationr the amountof
buffering requiredto maximizelink utilization rangefrom afew
dozenpaclets[13] to adelay-bandwidttproduct[14].

Smallfixedlimits on queudengthcauseSin Equation3 to be
constantandforcethelossrateto increasewith the numberof
competingT CP connectionsTo a certainextentthis is reason-
able:asthelossrateincreaseseachTCP’s window shrinks,and
eachTCP sendsmoreslowly. Therate(r) at which eachTCP
sendgacletscanbederivedfrom Equationl by dividing by the
roundtrip time (R):

_ 087

RvI

Thebottleneckroutervaries! in orderto makether valuesfrom
the competingTCPssumto the bottleneckbandwidth.

The problemwith this approachs that TCP’s window mech-
anismis not elasticwith smallwindows. First, the granularity
with which TCP canchangeits rateis coarse.A TCP sending
two pacletsperroundtrip time canchangsits rateby 50%, but
not by smallerfractions. Seconda TCP cannotsendsmoothly
atratedessthanonepaclet perroundtrip time;it canonly send
slowerthanthatusingtimeouts.Worse, TCP’s “f ast-retransmit”
mechanisnii3] cannotrecoverfrom apacletlosswithoutatime-
outif thewindow sizeis lessthanfour paclets.If TCP’swindow
is alwaysto be 4 or more paclets, its divide-by-two decrease
policy meanghewindow mustvary betweer and8, averaging
six paclets.

TCPrsinelasticityplacesalimit onthe numberof active con-
nectionsaroutercanhandlewith afixedamountof buffer space.
Onewayto look atthis problemis thatthenetwork muststoreat
leastsix packetsperconnection Anotherview is thatTCPhasa
minimumsendrateof six pacletsperroundtrip time, placingan
upperlimit onthenumberof connectionshatcansharealink’s
bandwidth.Theresultof exceedinghesdimits is theunfairand
erraticbehavior illustratedin Sectionll.

r

(7)



IV. FLOW-PROPORTIONAL QUEUING

TCPworkswell only if thenetwork is willing to storeroughly
six pacletsper active connection.Oneway to satisfythis con-
straintis for all routersto be providedwith enoughbuffer space

to copewith the maximumnumberof expectedconnections.

Connectioncounts,however, vary greatly from placeto place
and from time to time [15]. The penaltyfor providing more
buffer spacethan requiredis excessve queuingdelay since
TCP’s window mechanisntries to keepall buffer spaceoccu-
pied. Thuswithout constantmanualtuningthis approactwould
requireanuncomfortablechoicebetweerexcessie timeoutde-
laysandexcessive queuingdelays.

Whatis neededthen,is a way to keepthe queuelengthpro-
portionalto theactualnumberof active connectionstary given
time. A routercoulddo this by imposinga constanpacletloss
rate, regardlessof queuelength. One would choosethe loss
ratesothatEquationl resultedn awindow sizelargerthanthe
four pacletsrequiredto avoid timeouts.SinceeachTCP would
contribute a constant-sizedvindow of pacletsto the routers
gueue the resultingsystemshouldadaptvely imposethe mini-
mum queuelengthrequiredto keepthe TCPsfrom falling into
timeouts.

Imposing a constantloss rate would causethree problems.
First, if the numberof connectiongs small, the loss rate may
needto bereducedo allow window sizeslarge enoughto keep
thelink busy Second routersthat are not bottlenecksshould
notimposeary lossrate. Third, if typical pathsthroughthenet-
work involve multiple bottleneckseachsuchbottleneckshould
imposeonly its shareof thetotal desiredossrate.

All threeof theseproblemscanbesolvedif eachroutermain-
tainsa countof the active connectionsharingeachof its links.
This countcanbe usedto detectthe problemsand correctthe
lossrateaccordingly The following sectionsdescribethe de-
tails asimplementedn aqueuecontrolalgorithmcalled“Flow-
ProportionalQueuing; or FPQ.

A. Counting Connections

FPQcountsactive TCP connectionsasfollows. It maintains
a bit vector called v of fixed length. When a paclet arrives,
FPQhasheshepaclet'sconnectioridentifiers(IP addresseand
port numbers)and setsthe correspondingit in v. FPQclears
randomlychoserbits from v at aratecalculatedo clearall of v
every few seconds.The countof setbits in v approximateshe
numberof connectionsactive in the lastfew seconds Figure4
containspseudo-codéor this algorithm. The FPQ simulations
in SectionV usea 5000-bitv anda clearingintenal (tgear) Of 4
seconds

Thecodein Figure4 may underestimatehe numberof con-
nectionsdueto hashcollisions. This errorwill besmallif v has
significantly more bits thanthereare connections.The size of
theerrorcanalsobepredictedandcorrectedsee[9].

This methodof countingconnectiondastwo goodqualities.
First, it requiresno explicit cooperationfrom TCP. Second,it
requiresverylittle state:ontheorderof onebit perconnection.

connectioncount(packt p)
h < H(p)
if v(h) =0
v(h) «+ 1
N+—N+1
t < currenttime
t—lag

Nelear <~ Vmax 7 =

if Ngear > 0
tagt <t
fori « Otongea — 1
r < random(0..Vmex — 1)
if v(r) =1
v(r)=0
N+ N-1
return\)

Variables: ) o ] ]
v(i)  Vectorof vimax bits. v(i) indicatesif a paclet from a connection

with hashi hasarrivedin thelasttyesr SeCONdSs.
N Countof onebitsin v.
tlag  Timeatwhichbitsin v werelastcleared.
r Randomlyselectedndex of abit to clearin v.

Constants:
Vmax Sizeof vin bits; shouldbe larger thanthe numberof expected

connections.

Intenal in secondsver whichto clearall of v.

Hashesa paclet’s connectionidentifying fields to a value be-
tween0 andVmax.

tolear

H(p)
Fig. 4. Connection-countingseudo-code.
targetqueuel)

gt < max (
returngy)

w1 ON)

targetlossg, N)

2
ly < min ( 0.87 ) 0.021

return(t)

Fig. 5. Pseudo-codé& choosehetarget queuelengthandpaclet discardrate.
The N parameteiis the currentcountof actve TCP connectionsascom-
putedin Figure4. P is anestimateof thenetwork’s delay-bandwidtiproduct
in paclets.

B. Choosing Target Queue Length and Drop Rate

Oncean FPQ router knows how mary connectionsare ac-
tive, it choosesa targetqueueengthin oneof two ways. If the
numberof connectionds relatively large, FPQ aimsto queue
six packetsperconnection Six pacletsarejust enoughto avoid
forcing connectionsgnto timeout. The correspondingargetloss
rate,derivedfrom Equation2, is 2.1%.

If therearetoofew connectionshowever, 6 pacletbuffersper
connectiommay betoo few to keepthelink busy For example,
supposeahatthereis one connectionthatthe delay-bandwidth
productis P paclets,andthattherouterbuffersup to S paclets.
TheTCP’swindow sizewill vary betweenS+ P)/2 andS+ P.
If S< P, theTCPwon't beableto keepthelink busyaftereach
window decrease With N connectionstheremustbe enough
buffer spacehatS > (S+ P)/2N.

Figure5 summarizeshecalculationgequiredto choosetar-
getqueuelength(q:). The correspondindarget paclet discard



adjustedlossrate(t, g, 0a)
%
la < Iy q‘:‘
return(a)

Fig. 6. Pseudo-cod¢o adjustthe discardratein casethe actualqueuelength
divergesfrom thetamet. |5 is theadjusteddiscardrate. Theparameterst; is
thetamgetlossrate,q; is thetamgetqueueength,andg, is theactualaverage
gueudength.

fpa(paclet p)
N <« connectioncountp)
ot + targetqueuek)
It « tametloss, N)
Oa < averagemeasuredjueudength.
la < adjustedlossrate(:, qt, a)
if(random()< la)
Discardthe paclet.
else
Enqueudhe paclet.

Fig. 7. Pseudo-codéor FPQs mainpaclet handlingroutine.

rateis theratethatEquationl predictswill causesachof theN

TCPsto useawindow sizeof (q:+P)/N. P isaparametesetby
the network administratorto the productof the link bandwidth
andan estimateof the typical connections roundtrip time; its
valueis only importantwhentuninglow-loadsituations.

C. Achieving the Targets

If thenetwork consistedf a singlebottleneck simply apply-
ing the targetlossrate calculatedin Figure5 shouldcausethe
actualqueudengthto matchthetarget,q;. If therearemultiple
bottlenecksandeachappliesthetamgetlossrate,eachTCP will
seealossratehigherthanintended.Theresultwill bethateach
TCP’s window will betoo small,andthe TCPswill tendto fall
into timeout.

An FPQroutercandetectthis situation,sinceit will resultin
a queuelengthshorterthanthe target. The degreeto which the
actualqueuseis shorterthanthetargetwill reflectthe numberof
bottlenecksTo correctfor this effect, FPQdecreasethediscard
rateit appliesin proportionto theratio of theactualqueudength
to thetargetqueudength.Figure6 shavsthealgorithmfor this
adjustment.

Figure6 is therealreasorwhy FPQmustcountthenumberof
active connections.Without the count, FPQwould not be able
to calculatethe target queuelength(q:), andthuswould not be
ableto correctthediscardrateto reflectmultiple bottlenecks.

D. FPQ asaWhole

Figure7 shavs FPQs mainpacket processingoutine,which
mostlycallsthesubroutineslefinedin the previoussections An
FPQ router runs one instanceof the algorithmfor eachof its
outputlinks.

The overall effect of a network of FPQroutersshouldbe to
causeeachcompetingT CPto useawindow of 6 paclets. This
is the minimumwindow thatavoids frequenttimeouts;thusthe
network will exhibit theminimumqueuingdelayconsonantvith

Sender 1 /\/ Receiver 1
Sender 2 A \\If/& Receiver 2
Sender N Receiver N

Fig. 8. Standardsimulationconfiguration. Eachof N TCP sendershasits
own hostandits own link to routerA. RouterA connectgo routerB over a
bottlenecHKink.

Paclet size 576bytes
Maximumwindow 64 kilobytes
TCPtimer granularity 0.5seconds
TCPdelayed-AK timer | 0.2seconds
TCPversion Tahoe

A to B propagatiordelay | 45milliseconds
A to B bandwidth 1 megabit/second

Sendet to A prop.delay | random0to 10 ms

Sendeii to A bandwidth | 10- (10/N) Mbits/sec
RED max 45 paclets

RED min, 5 paclets

RED maxp 0.02

RED queudimit no hardlimit
Simulationlength 500seconds

Fig.9. Summaryof simulationparameters.

goodTCP performance.

FPQcontrolsTCP by varyingthe roundtrip time ratherthan
by varying the lossrate. In termsof Equation7, FPQ holds|
constantandvariesR in proportionto the numberof competing
connections.This causeseachTCP to sendat a rateinversely
proportionalto the numberof connectionsjustasdesired.

V. EVALUATION

The main goal of FPQis to improve the predictability and
fairnessof TCP transferswithoutincreasingoverall delay This
sectionusessimulationgo demonstratéhatFPQachievesthese
goals.

The simulatednetwork topologylookslike Figure8. Thein-
tent of this configurationis to capturewhat happenon hear-
ily loadedlinks. For example,the link from A to B might be
thelink from an InternetServiceProvider's backbonedo a cus-
tomer Suchlinks usuallyrun slower thaneitherthe backbone
or thecustomersinternalLAN, andthusactasbottlenecks.

The simulationsusethe NS 1.4 simulator[4]. Unlessother
wise noted,they usethe parametergivenin Figure9.

Eachof theN sendersnakesrepeated 0-paclettransfersaf-
tereachtransfercompletesthesendere-initializesits TCPstate
andstartsanothertransfer The simulationsinvolve shorttrans-
fersfor two reasonsFirst, the averagelnternetTCP transferis
short[15]. Secondwe canevaluatethefairnessandpredictabil-
ity of network serviceby looking at the distribution of transfer
latencies.

The configuration againstwhich FPQ is comparedis a
RED [10] router The router's maxy, parameteris setto 45
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paclets, which is two delay-bandwidthproducts. The router’s
max, is setto 0.02. This RED configurationwill be referred
to as“Traditional” to emphasizehatit representsypical min-
imally buffered routers([6], [14], [13], [16]) ratherthan (for
example)RED with parametersunedto uselarge numbersof
buffers. RED performancecanbe improved for ary particular
situationby tuningits parameterseithermanuallyor with au-
tomatic techniquessuchas ARED [11], SRED[12], or those
describedn this paper

Figures10 and 11 shav the averagequeuelength and dis-
cardrate,respectiely, for the simulations. Eachshows results
for simulationswith a rangeof numbersof competingconnec-
tions. As expectedthetraditionalsimulationgexhibit increasing
lossratewith increasindoad, but maintainshortqueudengths.
FPQ, in contrast,lets the queuelength grow with increasing
load,but keepghelossratelow. FPQqueuedewerthan6 pack-
ets per connectionbecausehe transfersaretoo shortto allow
largewindows.

The averagepertransferdelay producedby traditional and
FPQroutersarethesame sinceaveragedelayis afunctiononly

Cumulative Probability

0 2 4 6 8
Transfer Time (Seconds)

10

Fig. 12. Distribution of transfertimeswith 75 competingconnections.Each
connectiormakesrepeatedlO-paclet transfers.ldeally all transferswould
take 3.5seconds.

" Traditional

Ratio of 95th to 5th Percentile Delay
o [l N w S [} o ~ o

40 60
Number of Connections

Fig. 13. Ratioof 95thto 5th percentileof delayasa function of the numberof
competingT CPconnections.

of transfersize, numberof connections,and link bandwidth.
ThetraditionalandFPQroutersdiffer in theway they createthe
delay Thetraditionalroutergenerategelayby forcingtimeouts
in responsdo droppedpaclets, whereas=PQ generateglelay
with queuingdelay

Figure 12 shavs why it mattershow the delayis generated.
Thefigure compareghedistribution of transfertimesusingtra-
ditional and FPQrouters. 75 connectionsharethe 1-megabit
bottlenecklink, so the averagetime to transfer10 576-byte
pacletsshouldbe 3.5 seconds.Both systemgesultin median
transfertimes of roughly 3.5 seconds.The traditionaltransfer
timesare quite skewed: 40% of transferscompletein lessthan
half thefair time,and10% completein morethantwice thefair
time. With FPQ, however, almostall of the transfersseefair
delays.

The unfairnesscausedy timeoutsgetsworseasthe number
of connectionscompetingfor a bottleneckincreasesandthus
FPQ5s adwantagencreasesswell. Oneway to captureoverall
unfairnesds theratio of the 95thto the 5th percentileof delays



encounteredy transfersin a particularsimulation. Figure 13
plots this ratio asa function of the numberof competingcon-
nections.Theunfairnesgatioincreasesor thetraditionalrouter
becaus®nly afixednumberof connectionganhave pacletsin
flight, andthe remaindemustwait in timeout. The ratio stays
nearonefor FPQbecausdew connectiongime out.

To summarizea traditional router experiencingheavy load
will imposealow queuingdelaybut a high lossrate. Thelosses
will force someunlucky transfersinto timeout, allowing the
lucky transfersto completequickly. In contrast,a busy FPQ
routerwill imposea high queuingdelaybut alow lossrate.Ev-
ery transferseeshe samequeuingdelay sothe systemis rela-
tively fair andpredictable.

VI. RELATED WORK

Theideathatwindow flow controlin generahasscalinglim-
its becausehe window size cannotfall belov one paclet has
long beenknown [17]. Villamizar[14] suggestshatthis might
limit thenumberof TCPconnectiongroutercouldsupportand
thatincreasingroutermemoryor decreasingacket size could
help. Eldridge[18] notesthatwindow flow control cannotcon-
trol the sendrate well on very low-delay networks, and advo-
catesuseof rate controlinsteadof window control; no specific
mechanisnis presentedT CP usesexponentiallybacled off re-
transmittimeoutsasa form of rate control whenwindow flow
controlfails;thesdimeoutshelppreventcongestiorcollapsebut
arent fair.

Routerscould notify sendersof congestionexplicitly rather
than by droppingpaclets. Floyd [19] presentssimulationsof
a TCPandRED network usingexplicit congestiomoatification
(ECN). Floyd obsenesthat ECN reducegimeoutsfor interac-
tive connectionsandthusprovideslower-delayservice.

Fenget al. [11] notethat ECN works badly with smallwin-
dows; a TCP with a window of 1 paclet, for example,cannot
corvenientlyslow down if it recevesan ECN. As a solution,
they implementEldridge’s rate-controlproposalto allow TCP
to sendlessthanonepaclet perroundtrip time. The combina-
tion of rate-controendECN increaseshe numberof TCPsthat
cancoeist with limited buffer space.Their rateincreasealgo-
rithm is multiplicative: everytime it sendsa paclet, it increases
therateby afraction of itself. Thisincreasepolicy turnsoutto
have no biastowardsfairnesg20], so that ratios of sendrates
amongconnectionswill be stable. In contrast,TCP’s standard
window algorithmsusean additive increaseof one paclet per
roundtrip time, anddo tendtowardsfairness.

Whena RED router's queueoverflows therouteris forcedto
dropall incomingpackets,andcannotdrop arandomlychosen
subset. Equation6 shows that RED will persistentlyoverflon
if therearetoo mary active connections. Two RED variants,
ARED [11] andSRED[12], avoid overflows by effectively in-
creasingRED’s max, parameteiasthe numberof connections
grows. ARED andSREDchoosdo keepthequeueshortandlet
the loss rate increasewith the numberof connections.FPQ%s
goal, in contrast,is to provide scalablebuffering without in-

creasinghelossrate.

Nagle [21] proposeghat routersmaintaina separatequeue
for eachconnection,with round-robinschedulingamongthe
gueues. The optimum senderbehaior with this kind of fair
gueuingis to buffer just one pacletin therouter If sendersn
factbufferedjust onepaclet, routerscould be built with unlim-
ited buffer memory but would only useit in proportionto the
numberof active connectionsTCP senderslo not have this op-
timal behavior, and perconnectionqueuesare expensve; FPQ
achievesmuchof the scalingbenefitof Nagle’s perconnection
gueuing using inexpensve FIFO queuing, though FPQ only
makessensdor TCPtraffic.

In an effort to achieve the benefitsof Nagle’s fair queuing
withouttheoverheadf maintainingperconnectiomqueuesl.in
andMorris [22] proposea fair droppingstratey called FRED.
FRED storespacletsin a singleFIFO, but forbids arny connec-
tion from queuingmorethana handfulof paclets. This bounds
theunfairnessallowed,andrequiresonly perconnectiorcount-
ing, not queuing. FRED shouldscalewell with the numberof
connectiondecausat allows a routerto be built with a large
packet memory but only to usethat memoryin proportionto
the currentnumberof connections.However, FRED requires
TCPto adoptmoreaggressie lossrecovery algorithms[23] in
orderto avoid timeouts.FPQavoidsthis tradeof andalsouses
lessperconnectiorstatethanFRED.

VII. CONCLUSIONS

Thepacletlossesmposeddy IP networkscancausdongand
erraticrecoverydelays sincesendersftenuseconserativeloss
detectionandretransmissiomechanismsThis paperproposes
amodelto explain andpredictlossratesfor TCPtraffic. Based
on thatmodel, the paperdescribesa routerbuffering algorithm
thatcontrolsheary TCPloadswithoutimposinghigh lossrates.

Thelosseshata TCP senderexperiencesio not, in general,
reflectthatsender$ sendrateor choiceof window size.Instead,
the lossrate producedby a bottleneckrouterreflectsthe rela-
tionshipbetweerthetotalloadontherouterandthebottlenecks
capacity This paperquantifieghatrelationshipby definingload
astotal numberof competingsendersandcapacityasthe num-
berof pacletsthatsenderganstorein the network.

If capacityis fixed, load and loss rate have a relationship
somavherebetweerinearandquadratic.Most existing routers
operatan thismode.As aresultthey controlheavy loadsby im-
posinghigh lossratesJong timeoutdelaysanderraticservice.

This paperdemonstrates better approachto coping with
load, called Flow-ProportionalQueuing (FPQ). FPQ variesa
bottlenecks capacityin respons¢o theloadin awaythatcauses
thelossrateto remainconstantThatis, FPQmonitorsthenum-
berof active sendersandarrangeshatthe averagebuffer space
usedin therouterbe proportionalto thatnumber In effect FPQ
controlsTCP senderdy varying queuingdelay ratherthanby
varyingthelossrate. FPQimposedow queuingdelayunderlow
load. Underheary load FPQimposeghe sameaveragetransfer
time asloss-basedaontrol, but producesa fairer distribution of



transfertimes. ThusFPQshouldimprove the predictabilityand
fairnesof heavily loadedTCP networks.
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