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Abstract—
In this paper, we propose a new flooding mechanism based on pas-

sive, on-demand clustering. This mechanism reduces flooding over-
head without loss of network performance. Passive clustering dynam-
ically partitions the network in clusters interconnected by gateways.
Passive clustering is anon demandprotocol. It executes only when
there is user data traffic; it exploits data packets for cluster forma-
tion. Passive clustering offers several advantages compared with “ac-
tive” clustering and route aggregation techniques. In particular, it
reduces node power consumption by eliminating the periodic, back-
ground control packet exchange.

Simulation results show that passive clustering can reduce redun-
dant flooding by up to 70% with negligible extra protocol overhead.
Moreover, we show that passive clustering can be applied to several re-
active, on-demand routing protocols (e.g., AODV, DSR and ODMRP)
with substantial performance gains.

I. I NTRODUCTION

Multi-hop ad hoc networks (MANETs) have recently
been the subject of active research because of their unique
advantages. MANETs are self-creating, self-organizing
and self-administrating without deploying any kind of in-
frastructure. They offer special benefits and versatility for
wide applications in military (e.g., battlefields, sensor net-
works etc.), commercial (e.g., distributed mobile comput-
ing, disaster discovery systems, etc.), and educational en-
vironments (e.g., conferences, conventions, etc.), where
fixed infrastructure is not easily acquired. With the ab-
sence of pre-established infrastructure (e.g., no router, no
access point, etc.), two nodes communicate with one an-
other in a peer-to-peer fashion. Two nodes communi-
cate directly if they are within transmission range of each
other. Otherwise, nodes must communicate via a multi-
hop route. To find such a multi-hop route, MANETs com-
monly employ on demand routing algorithms that useflood-
ing or broadcastmessages. Many ad hoc routing protocols
[10] [12] [13] [27] [28], multicast schemes [25], or service
discovery programs depend on massive flooding.

In flooding, a node transmits a message to all of its neigh-
bors. The neighbors in turn relay to their neighbors and so
on until the message has been propagated to the entire net-
work. In this paper, we will refer to such flooding asblind
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flooding. As one can easily see, the performance of blind
flooding is closely related to the average number of neigh-
bors (neighbor degree) in the CSMA/CA network. As the
neighbor degree gets higher, blind flooding suffers from the
increase of (1) redundant and superfluous packets, (2) prob-
ability of collision, and (3) congestion of wireless medium
[1]. Performance of blind flooding is severely impaired es-
pecially in large and dense networks [2].

When topology or neighborhood information is avail-
able, only a subset of neighbors is required to partici-
pate in flooding to guarantee the complete flooding. We
call such floodingefficient flooding. The characteristics of
MANETs (e.g., node mobility, the limited bandwidth and
resource), however, make the periodic collection of topol-
ogy information difficult and costly (in terms of overhead).
For that reason many on-demand ad hoc routing schemes
and service discovery protocols simply use blind flooding
[10] [12] [25]. In contrast with on-demand routing meth-
ods, the proactive ad hoc routing schemes by virtue of pe-
riodic route table exchange, can gather topological infor-
mation without much extra overhead. Thus, the leading
MANET proactive ad hoc routing schemes use route ag-
gregation methods to forward routing packets through only
a subset of the neighbors [27] [28].

In this paper, we focus on on-demand routing protocols
and propose mechanism for efficient flooding based on pas-
sive clustering. We require neither the deployment of GPS-
like systems nor explicit periodic control messages to iden-
tify the subset of forwarding neighbors. Our scheme makes
the following contributions compared with previous effi-
cient flooding schemes (such as multipoint relay, neighbor-
coverage, etc): (1) it does not need any periodic messages.
Instead, it exploits existing traffic to piggyback its small
control messages; (2) it is very resource-efficient regard-
less of the degree of neighbor nodes or the size of network.
To our knowledge, passive clustering is the only scheme
that provides scalability and practicality for choosing the
minimal number of forwarding nodes in the presence of
dynamic topology changes; (3) it does not introduce any
startup latency; (4) it saves energy if there is no traffic; (5)
it easily adapts to topology and available resource changes.
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The organization of the paper is as follows. We present
related work in Chapter II, describe the detailed algorithm
in chapter III, report simulation results in Chapter IV. Fi-
nally, we conclude the paper in Chapter V.

II. RELATED WORK

Several recent papers [1] [6] [7] [8] have addressed the
limitations of blind flooding and have proposed solutions to
provide efficient flooding. However, the problem of finding
a subset of dominant forwarding nodes in MANETs was
shown to be NP-complete [1]. Thus, all the work about
efficient flooding has been directed to the development of
efficient heuristics that select a sub-optimal dominant set
with low forwarding overhead.

In [1] [6], the authors propose several heuristics to reduce
rebroadcasts. More specifically, upon receiving a flood
packet, a node decides whether to relay it or not based on
one of the following heuristics: (1) rebroadcast with given
probability; (2) rebroadcast if the number of received du-
plicate packets is less than a threshold; (3) distance-based
scheme where the relative distance between hosts deter-
mines the rebroadcast decision; (4) location-based scheme
where the decision is based on pre-acquired neighbor loca-
tion information; (5) cluster-based scheme where only pre-
computed cluster heads and gateways rebroadcast. Our ap-
proach, passive clustering, differs from the above schemes
in that it provides a more systematic method based on
locally collected information (e.g., neighbor information,
cluster states, etc.). Each node participates in flooding
based on its role or state in the dynamically constructed
cluster architecture instead of depending on local heuristics
or on pre-computed clusters.

Another approach to efficient flooding is to exploit topo-
logical information [6] [8] [7] [24]. In the absence of pre-
existing infrastructure, all the above shemes use a periodic
hello messageexchange method to collect topological in-
formation. Our approach does not require periodic con-
trol messages. Rather, it exploits on-going data packets
to exchange cluster-related information. The authors of
[8] suggest two schemes calledself-pruninganddominant-
pruning. Self-pruningis similar to theneighbor-coverage
scheme in [6]. Withself-pruningscheme, each forward-
ing node piggybacks the list of its neighbors on outgo-
ing packet. A node rebroadcasts (becomes a forwarding
node) only when it has neighbors that are not covered
by its forwarding nodes. While theself-pruningheuris-
tic utilizes information of directly connected neighbors
only, thedominant-pruningheuristic extends the propaga-
tion of neighbor information two-hop away. Thedominant-
pruning scheme is actually similar toMultipoint Relay
scheme [7]. InMultipoint Relayscheme (MPR), a node
periodically exchanges the list of adjacent nodes with its
neighbors so that each node can collect the information of

two-hop away neighbors. Each node, based on the gathered
information, then selects the minimal subset of forwarding
neighbors, which cover all nodes within two-hops. Each
sender piggybacks its chosen forwarding nodes (MPRNs)
on the outgoing broadcast packet.
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Fig. 1. The collision rate of broadcast

Along the same lines, several other schemes have pro-
posed the selection of a dominant set based on topology
[21] [22] [23]. All of these schemes, however, again depend
on periodic hello messages to collect topological informa-
tion.

The extra hello messages, however, consume resources
and drop the network throughput in MANETs [14]. The
extra traffic brings about congestion and collision as geo-
graphic density increases [1]. Figure 1 depicts the collision
probability of hello messages in a single hop (all nodes hear
each other) and a two hop network (with distance at most
two hops) as the number of neighbors increases. This result
clearly shows that the neighbor degree causes the broadcast
collision probability to increase (note, the collision proba-
bility is more than 0.1 with more than 15 neighbors). More-
over, the hidden terminal condition aggravates collisions
in the two hop network. Note that Figure 1 assumes no
data traffic - only hello messages. With user-data pack-
ets, the collision probability of hello messages will dramat-
ically increase. Thus, it will be hard to collect complete
neighbor topology information using hello messages. As a
consequence, the aforementioned schemes (e.g., neighbor-
coverage, MPR, etc.) are not scalable to offered load and
number of neighbors.

Lastly, we consider clustering. Clustering can be de-
scribed asgrouping nodes into clusters. A representative
of each group (cluster) is dynamically elected to the role
of cluster headbased on some criterion (e.g., lowest ID).
Nodes within one hop of a clusterhead become associated
to its cluster. A node belonging to two or more clusters
at the same time is called agateway. Other members
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Fig. 2. An Example of Efficient Flooding with Clustering. Only cluster
heads and gateways rebroadcast.

are calledordinary nodes. Various distributed computa-
tion techniques can be used to dynamically create clusters.
In the active clustering lowest ID technique [5] each node
attempts to become clusterhead by broadcasting its ID to
neighbors. It will give up only if it hears a lower ID neigh-
bor. In the sequel, we will discuss other cluster formation
techniques in more detail. Based on the above definition,
any two nodes in a cluster are at most 2 hops away [9]. With
the clustering scheme, the dominant forwarding nodes are
the clusterheads and the gateways, as shown in Figure 2.

Clustering in ad hoc networks has been extensively stud-
ied for hierarchical routing schemes [9] [5] [3], the master
election algorithms [4], power control [3], reliable broad-
cast [20] and efficient broadcast [1] [16]. However, to our
knowledge, the cluster architecture has rarely been used for
efficient flooding for a number of reasons. First, previous
clustering schemes are based on the complete knowledge of
neighbors. However, the complete knowledge of neighbor
information in ad hoc networks is hard to collect and intro-
duces substantial control overhead caused by periodic ex-
change of hello messages. Secondly, none of the proposed
clustering algorithms includes a gateway reduction mecha-
nism to select the minimal number of gateways. Thus, the
clustering suffers from the large number of gateways in the
dense network. Lastly, the existing clustering schemes pose
high maintenance costs in high mobility.

These limitations motivated our investigation of a new
cluster formation protocol called on-demand (passive) clus-
tering. While retaining the advantages of clustering, our
scheme eliminates much of the control overhead.

III. PASSIVE CLUSTERING

A. Overview of Passive Clustering

Passive clustering is an “on demand” protocol. It con-
structs and maintains the cluster architecture only when
there are on-going data packets that piggyback “cluster-
related information” (e.g., the state of a node in a cluster,
the IP address of the node). Each node collects neighbor
information through promiscuous packet receptions. Pas-
sive clustering, therefore, eliminates setup latency and ma-
jor control overhead of clustering protocols.

Passive clustering has two innovative mechanisms for the

cluster formation:First Declaration Winsrule andGateway
Selection Heuristic. With theFirst Declaration Winsrule,
a node that first claims to be acluster head“rules” the rest
of nodes in its clustered area (radio coverage). There is no
waiting period (to make sure all the neighbors have been
checked) unlike for all the weight-driven clustering mecha-
nisms [3] [5]. Also, theGateway Selection Heuristic(Sec-
tion III.C) provides a procedure to elect the minimal num-
ber of gateways (including distributed gateways) required
to maintain the connectivity in a distributed manner.

Passive clustering maintains clusters using implicit time-
out. A node assumes that the nodes it had previously heard
from have died or are out of its locality if they have not
sent any data within timeout duration. With a reasonable
offered load, a node can easily keep track of dynamic topol-
ogy changes by virtue of this timeout.

B. Construction and Maintenance

A node can be in different states during the clustering
process, namely:

node states in a Cluster: There are 6 possible node
states; INITIAL, CLUSTERHEAD, ORDINARY NODE,
GATEWAY, CH READY, GW READY and DISTRGW.

When a node joins the network, it sets its cluster state
to INITIAL. Moreover, the state of a floating node (a node
does not belong to a cluster yet) also is set to INITIAL.
Because passive clustering exploits data packets, the imple-
mentation of passive clustering resides between layer 3 and
4. An additional field in the header (the cluster informa-
tion field) is carried by each packet. This field contains the
following entries:
• Node ID: The IP address of the sender node. Not to be
confused with the source address of the IP packet.
• State of cluster: The cluster state of the sender node
• Two cluster heads addresses: If a sender node is a gate-
way, then there is another field with the two IP addresses of
the cluster heads (CHs) which are reachable from the gate-
way.

Below, we provide a summary description of the passive
clustering algorithm. See also Figure 3 for an illustration of
the procedure.
• The packet handling:
Upon sending a packet, each node piggybacks cluster-
related information in the cluster info field. Upon a promis-
cuous packet reception, each node extracts cluster-related
information of neighbors and updates neighbor information
table.
• A cluster head(CH) declaration
A node in INITIAL state changes its state to CHREADY
(a candidate cluster head) when a packet arrives from an-
other node that is not a cluster head. With the next outgoing
packet, a CHREADY node can declare itself as a cluster
head (CH).
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• Becoming a member (Gateway or Ordinary node)
A node becomes a member of a cluster once it has heard
or overheard a message from any cluster head. A member
node will serve as a gateway or an ordinary node depend-
ing on the information collected from neighbors. Specifi-
cally, a member node settles as an ordinary node only after
it has learned (i.e., has heard from) enough neighbor gate-
ways. In passive clustering, the existence of a gateway can
be found only through overhearing a packet from that gate-
way. Thus, we define another internal state, GWREADY,
for a candidate gateway node that has not yet discovered
enough neighbor gateways. Recall that we develop a gate-
way selection mechanism to reduce the total gateways in
the network (more detail in the next Section). A candi-
date gateway finalizes its role as a gateway upon sending
a packet (announcing its gateway’s role). Note that a candi-
date gateway node can be downgraded to ordinary node at
any time after the detection of enough gateways.

C. Gateway Selection Heuristic

A gatewayis a bridge node that connects two adjacent
clusters. Thus, a node that belongs to two or more clusters
at the same time is eligible to be agateway. One can eas-
ily see that only one gateway is needed for the each pair
of adjacent clusters. Following this observation, we have
developed a gateway selection mechanism that eventually
allows only one gateway for each pair of neighboring clus-
ter heads. However, it is possible that there is no poten-
tial gateway between two communicating clusters. For in-
stance, suppose that two cluster heads are mutually reach-
able not by a two-hop but a three-hop route. Then the clus-
tering scheme should select the two intermediate nodes as
distributed gateways (DISTRGW).

The gateway selection mechanism can be summarized as
follows.
• Gateway
A node that belongs to two or more clusters at the same
time is a candidate gateway. Upon sending a packet, a po-
tential gateway selects two cluster heads among the known
cluster heads. This node will serve as an intermediate node
between those chosen cluster heads. It cannot be the inter-
mediate gateway for any two other cluster heads that have
already been announced by another neighbor gateway node.
If the node finds an unique pair of cluster heads, then it fi-
nalizes its role as a gateway and announces the pair of clus-
ter heads to neighbors.
If a gateway has received a packet from another gateway
which has announced the same pair of CHs, then this node
compares the node ID of itself with that of the sender. If
this node has the lower ID, it keeps its role as the gateway.
Otherwise, it selects another pair of CHs (that it has heard
from) or changes its state to ordinary node.
• Distributed gateway
Passive clustering uses distributed gateway to provide con-
nectivity among clusterheads 3 hops away. Moreover, dis-
tributed gateways are common at the boundary of the clus-
ter structure (as shown in Fig 4). A node that belongs to
only one clusterC (i.e., has heard only from clusterC) can
be an ordinary node only if at least two (distributed) gate-
ways are known to this node. Otherwise, it keeps the can-
didate gateway state. A candidate gateway node becomes a
distributed gateway if it has not heard from any other neigh-
boring distributed gateway belonging to the same clusterC.
If an ordinary node has received a packet from a distributed
gateway and no other gateway is a neighbor node of that
node, then this node changes to a distributed gateway.

Figure 3 shows an example of cluster architecture devel-
oped by passive clustering. With moderate on-going traffic,
passive clustering allows only one gateway for each pair
of clusters and enough distributed gateway nodes. Flood
packets are forwarded by all nodes types but ORDINARY
nodes.

IV. SIMULATION STUDIES

We simulate passive clustering using the Global Mobile
Simulation (GloMoSim) library [11], which is a scalable
simulation environment for wireless networks based on the
Parsec language[15]. First, we illustrate flooding efficiency
with passive clustering. We employ a new flooding appli-
cation where sources send flooding packets to the whole
network with constant bit rate. Second, we apply passive
clustering to representative reactive ad hoc routing proto-
cols (AODV, DSR and ODMRP), and show the benefits in
routing overhead reduction and throughput.

For simulation, we use UDP(User Data Protocol), IEEE
802.11 DCF and two-ray propagation model. The radio
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propagation of each node reaches up to 250 meters and
channel capacity is 2 Mbits/second. The random-way point
model is used for node mobility. Each simulation runs for
600 seconds (10 minutes). The results are averaged over 20
randomly generated node topologies.

A. Flooding Experiments

We analyze flooding efficiency with passive clustering in
terms of the flooding reduction rate and the delivery ratio.
Each metric is computed as follows.
• TNP (The Total Number of Packets sent for one broad-
cast): The total number of packets sent from all nodes is
divided by the total number of issued broadcast packets
from the source. The total packets include the number of
rebroadcast packets and the control overhead of the pro-
tocol (such as hello or clustering messages in the case of
active schemes).
• NDB (the Number of nodes Delivered the Broadcast):
The average number of nodes to which the broadcast packet
has been delivered. If NDB is equal to the total number of
nodes in the network (TotalN ), then the delivery ratio of
broadcast (RDB) is 1. (Note, we exclude the source node)

We demonstrate the superiority of passive clustering by
comparison with one of the most efficient flooding tree
schemes:multipoint relay (MPR)and one of the most pop-
ular active clustering protocols:Lowest ID (LID) [5]. For
reference, we also simulate blind flooding as well. Note
that in blind flooding, each node broadcasts at most once
the same packet.

We have refined theLowest ID (LID) algorithm to be
applied for efficient flooding as follows: First, we add
UN DECIDED state. This state is used for floating nodes
that have not decided their final cluster state yet. Those
floating nodes also participate in rebroadcast with cluster
heads and gateways. Second, LID re-constructs clusters
whenever acluster headdetects that any member of this
cluster has moved out this node’s locality. Such mainte-
nance is very poor over the high mobility environment due
to excessive overhead. Thus, we modify maintenance to
restrict re-construction of clusters only after exchanging of
hello messages. Lastly, to improve the flooding efficiency,
we develop and add agateway reduction methodto the LID
algorithm as well. A solution to find the optimal gate-
ways and distributed gateways in a distributed system is
NP-complete (set coverproblem) [19]. Thus, we use the
heuristic of MPR scheme. Acluster headchooses the list of
gateways and sends that list when it broadcasts the cluster
information. Acluster headchooses a subset of the neigh-
bor gateways which covers up all of the nodes within two
hop away. Acluster headbroadcasts the list ofgateways
by piggybacking the chosen set of nodes on the clustering
broadcast packet. One can easily see that those selected
gateways are enough to guarantee the complete coverage

under the assumption of reliable packet delivery. Like in
the MPR scheme, each node piggybacks the neighbor list
on hello messages to exchange two hop neighbors’ infor-
mation.

In summary, four flooding schemes are run as fol-
lows: BF (Blind Flooding), MPR-F (Flooding with MPR
scheme), ACLID-F (Flooding with active clustering with
Lowest Id Algorithm (ACLID)) and PCLID-F (Flooding
with passive clustering).

At the beginning of each run, one broadcast source is
chosen randomly. After a setup time (10 seconds), the
source starts broadcast (flooding) data packets at the rate
of either 1 packet/second or 4 packets/second (two separate
cases). Note that passive clustering does not require setup
latency, but other schemes need warm-up time to exchange
several hello messages to collect neighbor information. The
broadcast packet size is 100 bytes. MPR and ACLID send
hello messages every 2 seconds following [7]. PCLID uses
2 seconds cluster timeout. In other words, all entries must
be removed from the neighbor list if they are not updated for
2 seconds. MPR and ACLID use 5 seconds timeout to al-
low for a 1.5 packet loss per each hello message. Through-
out this simulation, we aim to show that passive clustering
is working successfully with node mobility and large scale
scenarios. Thus, we first fix the network size and vary node
mobility. Then, we test static networks (i.e., no node mo-
bility) of increasing density.

A.1 Fixed Network Size with Node Mobility

We simulate 100 mobile nodes placed randomly within
1000 x 1000m2. With these network sizes, the average
neighbors will be 8 nodes. We increase node mobility from
0 m/s to 16 m/s with 100 seconds pause time. Figure 4
and 5 indicate the total number of packets required to fin-
ish one flooding at different speeds. In those experiments,
three remarkable facts are observed. First, flooding effi-
ciency with passive clustering is far better than with the
other schemes. This is mainly because passive clustering
chooses the sub-optimal dominant forwarding nodes like
the other two schemes but it does not require extra con-
trol overhead. The other schemes also improve the effi-
ciency of flooding. They, however, are suffering from con-
trol overhead due to hello messages or protocol messages.
Note that, in spite of extra control overhead and the low
data rate (1pkt/sec), each scheme still provides performance
gain in terms of TNP metric when used for efficient flood-
ing. Secondly, ACLID-F generally generates more packets
than MPR-F due to manyfloating nodes. Recall that LID
algorithm assumes reliable packet delivery. Thus, a control
packet loss can prevent other nodes from forming/joining
completed clusters so that they remain as undecided nodes
(floating nodes). Floating nodes should serve as forwarding
nodes. As a result, ACLID tends to have more forwarding



6

40

50

60

70

80

90

100

0 2 4 6 8 10 12 14 16

T
ot

al
 N

um
be

r 
of

 P
ac

ke
ts

 S
en

t (
T

N
P)

 

Mobility (meter/sec)

BF Nodes 100 
PC_LID Nodes 100 

MPR Nodes 100 
AC_LID Nodes 100 

Fig. 4. The TNP of Each Protocol with a single source and the data rate
1pkt/sec. The 100 nodes are place randomly over 1000 x 1000m2.
The reachable range of each radio power is 250m.

30

40

50

60

70

80

90

100

0 2 4 6 8 10 12 14 16

T
ot

al
 N

um
be

r 
of

 P
ac

ke
ts

 S
se

nt
 (

T
N

P)
 

Mobility (meter/sec)

BF Nodes 100 
PC_LID Nodes 100 

MPR Nodes 100 
AC_LID Nodes 100 
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TABLE I

THE NUMBER OF FLOATING NODES OFAC LID-F WITH SINGLE

SOURCE AND DIFFERENT DATA RATES.

Mobility 0 2 4 8 16
AC LID-F (1pkt/sec) 6.9 14.1 14.0 14 15.3
AC LID-F (4pkts/sec) 13.2 14.8 14.8 16.1 17.6

nodes than MPR. Table I clearly shows that the number of
floating nodes is proportional to the offered load because
the increase in offered load increases collisions and reduces
the packet delivery ratio. ACLID-F, in addition to floating
nodes, generates about twice control overhead than MPR-
F since a node broadcasts another packet to propagate the
cluster state to neighbors after exchanging hello messages.
Third, the important observation is the difference of flood-
ing efficiency with passive clustering between Figure 4 and
5. The difference shows that flooding efficiency with pas-
sive clustering is improved as the user offered load becomes
heavy. The reason is that the more frequently user data is
generated, the faster passive clustering converges.

The results of delivery ratio in Figure 6 and 7 also show

TABLE II

THE NUMBER OF NODES FLOATING NODES OFPC LID-F WITH

SINGLE SOURCE AND DIFFERENT DATA RATES.

Mobility 0 2 4 8 16
PC LID-F (1pkt/sec) 16.7 23 25 25 25
PC LID-F (4pkts/sec) 3.7 3.7 4.3 4.9 5.2

(*Floating nodes are the nodes whose cluster state is
GW READY or INITIAL.)
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a few interesting facts. First, passive clustering clearly pro-
vides a robust and efficient platform for flooding. While
MPR-F and ACLID-F suffer performance degradations
due to incomplete neighbor knowledge. Also, the perfor-
mance of passive clustering is not significantly affected
by mobility. This observation confirms that passive clus-
tering maintains clusters efficiently, tracking the topology
changes. Furthermore, the MPR-F suffer considerable per-
formance damage with highly offered load as shown in Fig-
ure 7. This is mainly caused by heavy contention due to the
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high data rate. With ACLID-F, the increasing number of
floating nodes (Table I) improves the delivery fraction in
Figure 7.

A.2 No Mobility with Various Network Size

For the second set of experiments, we use the static net-
work and increase the geographic density by reducing phys-
ical network size. In this experiment, 100 nodes are placed
randomly over “H x 1000m2 terrain where “H states the
horizontal range. We fix the vertical range of the network
to 1000 meter and change the horizontal range from 250
to 1500 meter. Figure 8 and 9 show the performance of
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each protocol following a function of “H”. The MPR per-
forms worse than clustering schemes in sparse networks
(i.e., large “H”). This is because inaccurate neighbor topol-
ogy due to the lost hello messages in MPR has more severe
impact on the performance as the network becomes sparse.
Moreover, MPR constructs a distributed tree structure and
non-leaf nodes forward packets so that a leaf node is likely
to have the critical path from the source. While, with clus-
tering algorithm, each node has a few paths from the source

because clustering provides a mesh topology instead of a
tree structure. ACLID-F shows high delivery ratio because
of the large number of floating nodes in the network. Pas-
sive clustering provides a fully connected topology regard-
less of the geographic density of the network.

Figure 9 illustrates that, as the network becomes denser,
the flooding overhead of PCLID-F becomes considerably
smaller. While other schemes do not show significant per-
formance gain with the increase of network density.

B. On-demand Routing

We have shown that passive clustering provides a scal-
able and effective flooding. Now, we apply passive clus-
tering to reactive routing protocols that depend on flood-
ing. We present this application using two prominent on-
demand unicast routing schemes: AODV [10] and DSR
[12] and; a popular reactive multicast scheme: On-demand
Multicast Routing Protocol (ODMRP) [25]. In this exper-
iment, we limit ourselves to passive clustering. MPR and
AC LID require periodic maintenance and control packet
exchange and thus are not a good match for reactive rout-
ing protocols.

We use the following metrics to show the performance
gain with passive clustering.
• Delivery Ratio: The total number of packets delivered to
destinations is divided by the total number of sent packet
from sources.
• CtrlOH (Normalized Control Overhead): The total num-
ber of control packet is divided by the total number of de-
livered packets to destinations.

B.1 Unicast Routing

We use CBR (Constant Bit Rate) sources. We simulate
100 nodes placed randomly within a 1000 x 1000m2 terrain
for AODV and 1500 x 500 terrainm2 for DSR. Nodes are
moving randomly with minimum speed 2 m/s, maximum
speed 20 m/s and 100 seconds pause time. We increase the
offered load using the number of CBR sessions from 5 to 40
for AODV and from 10 to 50 for DSR. Note that we include
the noise accumulationfeature in GloMoSim [11] for this
experiment. Namely, each node accumulates the power of
signals below “receive threshold” as noise.

AODV

We apply passive clustering to our implementation of
AODV [10]. AODV has two phases to set up a route: Route
Request and Route Reply. The major control overhead of
AODV is caused by the flood of route queries (RREQ).
Therefore, we apply efficient flooding with passive cluster-
ing to RREQ. Namely, each node rebroadcasts a new RREQ
only when this node is not anordinary node. Consequently,
ordinary nodes are excluded from intermediate nodes for a
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route. Note that each node rebroadcasts only when the TTL
(Time To Live) field of the packet is valid.
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Fig. 10. The Delivery Ratio of AODV with Passive Clustering and without
Passive Clustering (100 nodes placed randomly within 1000 x 1000
m2. Each CBR source starts a session randomly with the data rate of
4 packets/second and 512 bytes payload size.)
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Fig. 11. The Control Overhead of AODV with Passive Clustering and
without Passive Clustering (100 nodes place randomly within 1000 x
1000m2)

Figure 10 and 11 (AODV-PCLID denotes the combi-
nation of AODV and PCLID-F) demonstrate the perfor-
mance gain with passive clustering. Passive clustering sig-
nificantly reduces the flooding overhead and improves the
delivery ratio (N≥ 15). As the offered load becomes heavy,
the control overhead of AODV grows sharply. It is known
that reactive routing protocols tend to generate excessive
volume of route queries including re-issuing route queries
in heavy offered load [17]. With passive clustering, AODV
can improve the performance and scalability since passive
clustering mitigates the scalability problem of AODV with
efficient flooding.

DSR

DSR [12] has two mechanisms: Route Discovery and
Route Maintenance [18]. Route discovery mechanism has
two phases: Route Request and Route Reply.

As in AODV, DSR protocol reduces the number of route
request packets (RREQ) using aggressive caching of routes.
To cache the routes, DSR generates more route replies and
errors. Therefore, we apply efficient flooding platforms to
the route reply phase as well as the route request phase.
Same to AODV, only non-ordinary nodes can forward route
queries (RREQ) for the route request phase. For the route
reply phase, we change the DSR protocol as follows:
• Route Reply phase: In conventional DSR, a node can ini-
tiate a route reply when it receives a new RREQ if it has
cached routes to the destination. But with a cluster architec-
ture, only non-ordinary nodes can initiate this route reply.
• Gratuitous Route Reply [18]: Each node in DSR pro-
tocol sendsgratuitous route replieswhen it has found a
shorter path through this node than the source route in the IP
packet. We restrict this feature to only non-ordinary nodes
in a cluster architecture.
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Fig. 12. The Delivery Ratio of Each Protocol of DSR with Passive Clus-
tering and without Passive Clustering (100 nodes placed randomly
within 1500 x 500m2. Each CBR source starts a session randomly
with the data rate of 2 packets/second and 512 bytes payload size.)
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Fig. 13. The Control Overhead of DSR with Passive Clustering and with-
out Passive Clustering (100 nodes placed randomly within 1500 x
1500m2)

Figure 12 and 13 show that passive clustering improves the
scalability of DSR by reducing routing overhead (N ≥ 25).
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Passive clustering incurs delivery ratio degradation with
low offered load (N ≤ 20). The main reason is that
passive clustering restricts route optimization and caching.
Thus, the average hop count tends to increase and the route
queries are triggered more frequently with passive cluster-
ing than original DSR.

B.2 Multicast Routing

We simulate 50 nodes placed randomly within a 1500
x 300 m2 terrain. The node mobility is increased from
0 m/s (i.e., no node mobility) to 16 m/s with 10 seconds
pause time. Nodes are moving based on random-way point
model. 5 sources are multicasting data packet with 1024
bytes/second data rate and 16 nodes are the total members
of 5 sources.

We apply passive clustering to our implementation of
ODMRP [25]. ODMRP has two phases to set up a mul-
ticast: Join Query and Join Reply. A source floods Join
Query packets periodically to find the members of this mul-
ticast group. Thus, we use passive clustering to reduce the
flooding overhead of Join Query. Only non-ordinary nodes
are forwarding Join Query packet upon receiving the Join
Query packet. Consequently,ordinary nodes are excluded
from Forwarding Groups for any multicast group.
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Fig. 14. The normalized control overhead of ODMRP with Passive Clus-
tering and without Passive Clustering. 50 nodes placed randomly over
1500 x 300m2. The radio range is 250m

Figure 14 illustrates the reduction of control overhead for
Join Query Packet.

The above experiments clearly show that passive cluster-
ing can be successfully applied to several reactive unicast or
multicast routing protocols to reduce control overhead and
improve the performance and scalability.

V. CONCLUSION

In this paper, we have introduced the Passive Cluster-
ing protocol and have applied it to flooding, showing that
it performs as well as (if not better than) existing flood re-

broadcast control schemes. Finally, we have applied it to
on demand uni and multicast routing.

This paper includes several contributions. First, we im-
prove the clustering scheme with an effective gateway se-
lection heuristic. Our gateway reduction mechanism per-
mits the use of the cluster architecture as a robust and effi-
cient flooding platform over dense, large mobile networks.

Secondly, we investigate the problem of “efficient flood-
ing” based on topological information. To collect neigh-
bor topology, the network incurs a heavy control overhead
penalty - it is very costly to collect accurate topology in-
formation with node mobility and dynamically changing
resources. The aforementioned topology-based schemes,
in consequence, are limiting in scalability and performance
due to the burden of message and processing overhead. We
show that a flooding scheme based on passive clustering
removes such limitations. In fact, our proposed flooding
scheme was proven to be efficient, scalable and robust.

Naturally, passive clustering finds its home in the domain
of on-demand protocols. As such protocols come alive only
when there is user data to send, and moreover they almost
universally require some form of flooding; they are the ideal
candidates for passive clustering enhancement. Clearly, no
proactive flood enhancement scheme would make sense in
this environment, as it would introduce undesirable, peri-
odic background traffic. The key issue here is to evalu-
ate the enhancement introduced by passive clustering ver-
sus the original protocol version. We have applied pas-
sive clustering to the most popular reactive routing proto-
cols (AODV, DSR and ODMRP). Passive clustering con-
sistently reduces the flooding overhead and improves the
performance and scalability.
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