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Abstract— flooding As one can easily see, the performance of blind

_In thisdpapeﬂgvelpmp?se anew f'OOf]ing_ meChg“ism ?Iaszq on pas- flpoding is closely related to the average number of neigh-
sive, on-demand clustering. This mechanism reduces flooding over- . .
head without loss of network performance. Passive clustering dynam- bO!’S (nelghbor degree). in the QSMA/CA network. As the
ically partitions the network in clusters interconnected by gateways. Neighbor degree gets higher, blind flooding suffers from the
Passive clustering is aron demandprotocol. It executes only when jncrease of (1) redundant and superfluous packets, (2) prob-
there is user data traffic; it exploits data packets for cluster forma- ability of collision. and (3) congestion of wireless medium
tion. Passive clustering offers several advantages compared with “ac- ! . .. . .
tive” clustering and route aggregation techniques. In particular, it [1]- Performance of blind flooding is severely impaired es-

reduces node power consumption by eliminating the periodic, back- pecially in large and dense networks [2].
ground control packet exchange.

Simulation results show that passive clustering can reduce redun- When tOpOIOQV or ne|gh_b0rh00d_ mformatlon IS ava_”'_
dant flooding by up to 70% with negligible extra protocol overhead. able, only a subset of neighbors is required to partici-

Moreover, we show that passive clustering can be applied to several re- pate in flooding to guarantee the complete flooding. We
\f‘v?tt;]vgbgg{g;?;?gg foutng fg‘ggﬁf’s'fs (e.g., AODV, DSR and ODMRP) - 051 g, floodingefficient flooding The characteristics of
MANETS (e.g., hode mobility, the limited bandwidth and
resource), however, make the periodic collection of topol-
ogy information difficult and costly (in terms of overhead).
Multi-hop ad hoc networks (MANETS) have recentlyFor that reason many on-demand ad hoc routing schemes
been the subject of active research because of their unigaed service discovery protocols simply use blind flooding
advantages. MANETs are self-creating, self-organizinfi0] [12] [25]. In contrast with on-demand routing meth-
and self-administrating without deploying any kind of in-ods, the proactive ad hoc routing schemes by virtue of pe-
frastructure. They offer special benefits and versatility fofiodic route table exchange, can gather topological infor-
wide applications in military (e.g., battlefields, sensor netmation without much extra overhead. Thus, the leading
works etc.), commercial (e.g., distributed mobile computMANET proactive ad hoc routing schemes use route ag-
ing, disaster discovery systems, etc.), and educational egregation methods to forward routing packets through only
vironments (e.g., conferences, conventions, etc.), whegesubset of the neighbors [27] [28].
fixed infrastructure is not easily acquired. With the ab- In this paper, we focus on on-demand routing protocols

sence of pre-established infrastructure (€.g., NO router, ARy yronose mechanism for efficient flooding based on pas-
access point, etc.), two nodes communicate with one agye clustering. We require neither the deployment of GPS-
other in a peer-to-peer fa;hlon. Tv'vo.nodes COMMUNf e systems nor explicit periodic control messages to iden-
cate directly if _they are within transmlssm_m range of eaclﬂfy the subset of forwarding neighbors. Our scheme makes
other. Otherwise, nodes must communicate via a multiye ¢510wing contributions compared with previous effi-

hop route. To find such a multi-hop route, MANETS COM<;je ¢ fio0ding schemes (such as multipoint relay, neighbor-

monly employ on demand routing algorithms thatfised- ., erage. etc): (1) it does not need any periodic messages.
ing or broadcastmessages. Many ad hoc routing prOtOCOIEf’nstead, it exploits existing traffic to piggyback its small

[10] [12] [13] [27] [28], multicast schemes [25], or service ;ono messages; (2) it is very resource-efficient regard-
discovery programs depend on massive flooding.  |o55 of the degree of neighbor nodes or the size of network.
Infloodlng,_a node t.ransmltsamessage to.all of its nelgh-0 our knowledge, passive clustering is the only scheme
bors. The neighbors in turn relay to their neighbors and §p. rovides scalability and practicality for choosing the
on until thg message has_been propagated tolthe e_ntlre N&fhimal number of forwarding nodes in the presence of
work. In this paper, we will refer to such flooding bknd dynamic topology changes; (3) it does not introduce any

This work is supported in part by ONR "MINUTEMAN” project under 'startu'p latency; (4) it saves energy'if there is no traffic; (5)
contract NO0014 - 01 - C - 0016 it easily adapts to topology and available resource changes.

I. INTRODUCTION



The organization of the paper is as follows. We preserttvo-hop away neighbors. Each node, based on the gathered
related work in Chapter I, describe the detailed algorithnmformation, then selects the minimal subset of forwarding
in chapter Ill, report simulation results in Chapter IV. Fi-neighbors, which cover all nodes within two-hops. Each
nally, we conclude the paper in Chapter V. sender piggybacks its chosen forwarding nodes (MPRNSs)

on the outgoing broadcast packet.
Il. RELATED WORK

Several recent papers [1] [6] [7] [8] have addressed the os T T T T T T 1T
limitations of blind flooding and have proposed solutionsto  oss - inatwo hop nework (1. e e
provide efficient flooding. However, the problem of finding o4} ’
a subset of dominant forwarding nodes in MANETs was oss |-
shown to be NP-complete [1]. Thus, all the work aboutg oz |-
efficient flooding has been directed to the development 0§ oz |-
efficient heuristics that select a sub-optimal dominant se3 oz |-
with low forwarding overhead. 05 |-

In[1] [6], the authors propose several heuristics to reduce o1} [
rebroadcasts. More specifically, upon receiving a flood os|
packet, a node decides whether to relay it or not based on o "’10 T e
one of the following heuristics: (1) rebroadcast with given Number of Neighbor Nodes
probability; (2) rebroadcast if the number of received du-
plicate packets is less than a threshold; (3) distance-based
scheme where the relative distance between hosts deter-
mines the rebroadcast decision; (4) location-based scheme
where the decision is based on pre-acquired neighbor localong the same lines, several other schemes have pro-
tion information; (5) cluster-based scheme where only prggosed the selection of a dominant set based on topology
computed cluster heads and gateways rebroadcast. Our [#] [22][23]. All of these schemes, however, again depend
proach, passive clustering, differs from the above schemes periodic hello messages to collect topological informa-
in that it provides a more systematic method based aion.
locally collected information (e.g., neighbor information, The extra hello messages, however, consume resources
cluster states, etc.). Each node participates in floodirgnd drop the network throughput in MANETS [14]. The
based on its role or state in the dynamically constructegktra traffic brings about congestion and collision as geo-
cluster architecture instead of depending on local heuristiggaphic density increases [1]. Figure 1 depicts the collision
or on pre-computed clusters. probability of hello messages in a single hop (all nodes hear

Another approach to efficient flooding is to exploit topo-each other) and a two hop network (with distance at most
logical information [6] [8] [7] [24]. In the absence of pre- two hops) as the number of neighbors increases. This result
existing infrastructure, all the above shemes use a perioditearly shows that the neighbor degree causes the broadcast
hello messagexchange method to collect topological in-collision probability to increase (note, the collision proba-
formation. Our approach does not require periodic corbility is more than 0.1 with more than 15 neighbors). More-
trol messages. Rather, it exploits on-going data packetser, the hidden terminal condition aggravates collisions
to exchange cluster-related information. The authors afi the two hop network. Note that Figure 1 assumes no
[8] suggest two schemes callsdlf-pruninganddominant- data traffic - only hello messages. With user-data pack-
pruning Self-pruningis similar to theneighbor-coverage ets, the collision probability of hello messages will dramat-
scheme in [6]. Withself-pruningscheme, each forward- ically increase. Thus, it will be hard to collect complete
ing node piggybacks the list of its neighbors on outgoneighbor topology information using hello messages. As a
ing packet. A node rebroadcasts (becomes a forwardimgnsequence, the aforementioned schemes (e.g., neighbor-
node) only when it has neighbors that are not coveretbverage, MPR, etc.) are not scalable to offered load and
by its forwarding nodes. While thself-pruningheuris- number of neighbors.
tic utilizes information of directly connected neighbors Lastly, we consider clustering. Clustering can be de-
only, thedominant-pruningheuristic extends the propaga-scribed aggrouping nodes into clustersA representative
tion of neighbor information two-hop away. Tdeminant- of each group (cluster) is dynamically elected to the role
pruning scheme is actually similar tdlultipoint Relay of cluster heacdbased on some criterion (e.g., lowest ID).
scheme [7]. InMultipoint Relayscheme (MPR), a node Nodes within one hop of a clusterhead become associated
periodically exchanges the list of adjacent nodes with it® its cluster. A node belonging to two or more clusters
neighbors so that each node can collect the information af the same time is called gateway Other members

Fig. 1. The collision rate of broadcast



- 75 @  custerHEAD cluster formationfFirst Declaration Wingule andGateway
/ EENE S O GATEWAY Selection Heuristic With the First Declaration Winsrule,
f f" m- ® -0 \‘ | ORDINARY NODE a node that first claims to bectuster headrules” the rest
‘\ - '.“m Z f ‘ / > Flooding of nodes in its clustered area (radio coverage). There is no
, o L s Souce waiting period (to make sure all the neighbors have been
i 3 O . . - .
o checked) unlike for all the weight-driven clustering mecha-

nisms [3] [5]. Also, theGateway Selection Heurist{Sec-

Fig. 2. An Example of Efficient Flooding with Clustering. Only cluster tion II.C) provides a procedure to elect the minimal num-
heads and gateways rebroadcast. ber of gateways (including distributed gateways) required

to maintain the connectivity in a distributed manner.
Passive clustering maintains clusters using implicit time-

are calledordinary nodes Various distributed computa- out. A node assumes that the nodes it had previously heard

tion techniques can be used to dynamically create clustefsoam have died or are out of its locality if they have not

In the active clustering lowest ID technique [5] each nodeent any data within timeout duration. With a reasonable

attempts to become clusterhead by broadcasting its ID tdfered load, a node can easily keep track of dynamic topol-

neighbors. It will give up only if it hears a lower ID neigh- ogy changes by virtue of this timeout.

bor. In the sequel, we will discuss other cluster formation

techniques in more detail. Based on the above definitioB, Construction and Maintenance

any two nodes in a cluster are at most 2 hops away [9]. With A node can be in different states during the clustering
the clustering scheme, the dominant forwarding nodes affocess, namely:

the clusterheads and the gateways, as shown in Figure 2. node states in a Cluster There are 6 possible node

Clustering in ad hoc networks has been extensively StugfateS' INITIAL. CLUSTERHEAD. ORDINARY_NODE

ied for hierarchical routing schemes [9] [5] [3], the mastei; aTEWWAY. CH.READY. GW_READY and DISTRGW.
election algorithms [4], power control 3], reliable broad- yy o 3 node joins the network, it sets its cluster state

cast [20] and efficient broadcast [1] [16]. However, to oug, 7L, Moreover, the state of a floating node (a node
knowledge, the cluster architecture has rarely been used for .o ¢ belong to a cluster yet) also is set to INITIAL

elfflc;en_t rooc:]mg for a ntL)me((ajr oftrheasons.l I?rskt, pr?"g’“%ecause passive clustering exploits data packets, the imple-
clus r?l;mg S(I:—l emes areh ase oln icomlpde € r;ow.e h%qﬁéntation of passive clustering resides between layer 3 and
neighbors. However, the complete knowledge of neighboy - oy 4qgitional field in the header (the cluster informa-

information in ad hoc networks is hard to collect and INtO%i5n field) is carried by each packet. This field contains the

duces substantial control overhead caused by periodic %&)ng entries:

change of hello messages. Secondly, none of the propose ode ID: The IP address of the sender node. Not to be

clustering algorithms includes a gateway reduction meChébnfused with the source address of the IP packet
nism to select the minimal number of gateways. Thus, th.e State of cluster: The cluster state of the sender ﬁode
clustering suffers from the large number of gateways in thg Two cluster heéds addresses: If a sender node is a gate-
dense network. Lastly, the existing clustering schemes poﬁ/%y then there is another field With the two IP addresses of
high maintenance costs in high mobility. '

. X L he cluster h Hs) which are reachable from th -
These limitations motivated our investigation of a ne the cluster heads (CHs) ch are reachable from the gate

) ) ay.
cluster formation protocol called on-demand (passive) clus- Y . _ .

) ; . , Below, we provide a summary description of the passive
tering. While retaining the advantages of clustering, our

scheme eliminates much of the control overhead. clustering algorithm. See also Figure 3 for an illustration of
the procedure.
I1l. PASSIVE CLUSTERING « The packet handling:
Upon sending a packet, each node piggybacks cluster-
related information in the cluster info field. Upon a promis-
Passive clustering is an “on demand” protocol. It coneuous packet reception, each node extracts cluster-related
structs and maintains the cluster architecture only whdnformation of neighbors and updates neighbor information
there are on-going data packets that piggyback “clustetable.
related information” (e.g., the state of a node in a clustes, A cluster headCH) declaration
the IP address of the node). Each node collects neighbamode in INITIAL state changes its state to CREADY
information through promiscuous packet receptions. Paé candidate cluster head) when a packet arrives from an-
sive clustering, therefore, eliminates setup latency and mather node that is not a cluster head. With the next outgoing
jor control overhead of clustering protocols. packet, a CHREADY node can declare itself as a cluster
Passive clustering has two innovative mechanisms for ttreead (CH).

A. Overview of Passive Clustering



The gateway selection mechanism can be summarized as

follows.

« Gateway

A node that belongs to two or more clusters at the same

time is a candidate gateway. Upon sending a packet, a po-
- tential gateway selects two cluster heads among the known

cluster heads. This node will serve as an intermediate node

between those chosen cluster heads. It cannot be the inter-

mediate gateway for any two other cluster heads that have

@ Cwereu W GWREADYn already been announced by another neighbor gateway node.
QO caewn C.) it node * Potntil Clsertiond If the node finds an unique pair of cluster heads, then it fi-
O ondnaynose b vy nalizes its role as a gateway and announces the pair of clus-

Fig. 3. An Example of Gateway Selection Heuristic. There is at most ontﬁer heads to nelghbors-.
gateway between any pair of twtuster head. A gateway can survive |1 @ gateway has received a packet from another gateway

as such only when this node is the only gateway for the announcetthich has announced the same pair of CHs, then this node

pair of cluster head or this node has the lowest ID among contendingcompares the node ID of itself with that of the sender. If

gateways (who announced the same pagluster head). this node has the lower ID, it keeps its role as the gateway.

Otherwise, it selects another pair of CHs (that it has heard
from) or changes its state to ordinary node.

« Becoming a member (Gateway or Ordinary node) « Distributed gateway
A node becomes a member of a cluster once it has hegpdssive clustering uses distributed gateway to provide con-
or overheard a message from any cluster head. A memhgsctivity among clusterheads 3 hops away. Moreover, dis-
node will serve as a gateway or an ordinary node depenglibuted gateways are common at the boundary of the clus-
ing on the information collected from neighbors. Specifiter structure (as shown in Fig 4). A node that belongs to
cally, a member node settles as an ordinary node only aftgfly one clustet (i.e., has heard only from clustéf) can
it has learned (i.e., has heard from) enough neighbor gatge an ordinary node only if at least two (distributed) gate-
ways. In passive clustering, the existence of a gateway c@jays are known to this node. Otherwise, it keeps the can-
be found only through overhearing a packet from that gatetidate gateway state. A candidate gateway node becomes a
way. Thus, we define another internal state, ®READY, distributed gateway if it has not heard from any other neigh-
for a candidate gateway node that has not yet discovere@dring distributed gateway belonging to the same cluSter
enough neighbor gateways. Recall that we develop a gat¢an ordinary node has received a packet from a distributed
way selection mechanism to reduce the total gateways gateway and no other gateway is a neighbor node of that
the network (more detail in the next Section). A candinode, then this node changes to a distributed gateway.
date gateway finalizes its role as a gateway upon sendingrigure 3 shows an example of cluster architecture devel-
a packet (announcing its gateway's role). Note that a candiped by passive clustering. With moderate on-going traffic,
date gateway node can be downgraded to ordinary nodeissive clustering allows only one gateway for each pair

any time after the detection of enough gateways. of clusters and enough distributed gateway nodes. Flood
packets are forwarded by all nodes types but ORDINARY
C. Gateway Selection Heuristic nodes.

A gatewayis a bridge node that connects two adjacent
clusters. Thus, a node that belongs to two or more clusters
at the same time is eligible to begateway One can eas-  We simulate passive clustering using the Global Mobile
ily see that only one gateway is needed for the each pdiimulation (GloMoSim) library [11], which is a scalable
of adjacent clusters. Following this observation, we haveimulation environment for wireless networks based on the
developed a gateway selection mechanism that eventuaarsec language[15]. First, we illustrate flooding efficiency
allows only one gateway for each pair of neighboring cluswith passive clustering. We employ a new flooding appli-
ter heads. However, it is possible that there is no poteation where sources send flooding packets to the whole
tial gateway between two communicating clusters. For irRetwork with constant bit rate. Second, we apply passive
stance, suppose that two cluster heads are mutually reachistering to representative reactive ad hoc routing proto-
able not by a two-hop but a three-hop route. Then the clusels (AODV, DSR and ODMRP), and show the benefits in
tering scheme should select the two intermediate nodes msiting overhead reduction and throughput.
distributed gateways (DISTIREW). For simulation, we use UDP(User Data Protocol), IEEE

802.11 DCF and two-ray propagation model. The radio

IV. SIMULATION STUDIES



propagation of each node reaches up to 250 meters amdder the assumption of reliable packet delivery. Like in
channel capacity is 2 Mbits/second. The random-way poitlhe MPR scheme, each node piggybacks the neighbor list
model is used for node mobility. Each simulation runs fopbn hello messages to exchange two hop neighbors’ infor-
600 seconds (10 minutes). The results are averaged overrgaation.

randomly generated node topologies. In summary, four flooding schemes are run as fol-
. . lows: BF (Blind Flooding), MPR-F (Flooding with MPR
A. Flooding Experiments scheme), ACLID-F (Flooding with active clustering with

We analyze flooding efficiency with passive clustering if-OWest Id Algorithm (ACLID)) and PCLID-F (Flooding
terms of the flooding reduction rate and the delivery ratigVith passive clustering). _
Each metric is computed as follows. At the beginning of each run, one broadcast source is

« TNP (The Total Number of Packets sent for one broad10sen randomly. After a setup time (10 seconds), the
cast) The total number of packets sent from all nodes i§OUrce starts broadcast (flooding) data packets at the rate

divided by the total number of issued broadcast packefd €ither 1 packet/second or 4 packets/second (two separate
from the source. The total packets include the number &fS€S). Note that passive clustering does not require setup

rebroadcast packets and the control overhead of the prgt€ncy, but other schemes need warm-up time to exchange

tocol (such as hello or clustering messages in the case sgveral hello messages to collect neighbor information. The

active schemes). broadcast packet size is 100 bytes. MPR andlAD send

« NDB (the Number of nodes Delivered the Broadcast)1€!l0 messages every 2 seconds following [7].HD uses
The average number of nodes to which the broadcast pacet€cONds cluster timeout. In other words, all entries must
has been delivered. If NDB is equal to the total number dpe removed from the neighbor list if they are rjotupdated for
nodes in the networkZ{otaly), then the delivery ratio of 2 seconds. MPR and ACID use 5 seconds timeout to al-
broadcast (RDB) is 1. (Note, we exclude the source nodeboW for a 1.5 packet loss per each hello message. Through-

We demonstrate the superiority of passive clustering b ut thi; simulation, we aim to show tha}t_ passive clustering
comparison with one of the most efficient flooding tred work_mg successfull_y W'.th node mOb'“tY and large scale
schemesnultipoint relay (MPR)and one of the most pop- scenarios. Thus, we first fix .the network size and vary node
ular active clustering protocolsowest ID (LID)[5]. For ”?F’b"'ty-. Then, we test ;tauc networks (i.e., no node mo-
reference, we also simulate blind flooding as well. Notg'l'ty) of increasing density.
that in blind flooding, each node broadcasts at most on%
the same packet. '

We have refined théowest ID (LID) algorithm to be We simulate 100 mobile nodes placed randomly within
applied for efficient flooding as follows: First, we add1000 x 1000m?2. With these network sizes, the average
UN_DECIDED state. This state is used for floating nodesieighbors will be 8 nodes. We increase node mobility from
that have not decided their final cluster state yet. Thosem/s to 16 m/s with 100 seconds pause time. Figure 4
floating nodes also participate in rebroadcast with clustemd 5 indicate the total number of packets required to fin-
heads and gateways. Second, LID re-constructs clustest one flooding at different speeds. In those experiments,
whenever acluster headdetects that any member of thisthree remarkable facts are observed. First, flooding effi-
cluster has moved out this node’s locality. Such maintesiency with passive clustering is far better than with the
nance is very poor over the high mobility environment duether schemes. This is mainly because passive clustering
to excessive overhead. Thus, we modify maintenance thooses the sub-optimal dominant forwarding nodes like
restrict re-construction of clusters only after exchanging ahe other two schemes but it does not require extra con-
hello messages. Lastly, to improve the flooding efficiencyrol overhead. The other schemes also improve the effi-
we develop and addgateway reduction methdd the LID  ciency of flooding. They, however, are suffering from con-
algorithm as well. A solution to find the optimal gate-trol overhead due to hello messages or protocol messages.
ways and distributed gateways in a distributed system Note that, in spite of extra control overhead and the low
NP-complete et coverproblem) [19]. Thus, we use the data rate (1pkt/sec), each scheme still provides performance
heuristic of MPR scheme. 8luster heaadthooses the list of gain in terms of TNP metric when used for efficient flood-
gateways and sends that list when it broadcasts the clusteg. Secondly, ACLID-F generally generates more packets
information. Acluster heacdthooses a subset of the neigh-than MPR-F due to manffoating nodes Recall that LID
bor gateways which covers up all of the nodes within twalgorithm assumes reliable packet delivery. Thus, a control
hop away. Acluster headbroadcasts the list ajateways packet loss can prevent other nodes from forming/joining
by piggybacking the chosen set of nodes on the clusterigpmpleted clusters so that they remain as undecided nodes
broadcast packet. One can easily see that those selectiolating nodes). Floating nodes should serve as forwarding
gateways are enough to guarantee the complete coveragmles. As a result, ACID tends to have more forwarding

1 Fixed Network Size with Node Mobility
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nodes than MPR. Table | clearly shows that the number of of24 pkts/sec. The 100 nodes are place randomly over 1000 x 1000
floating nodes is proportional to the offered load because ™
the increase in offered load increases collisions and reduces
the packet delivery ratio. ACID-F, in addition to floating
nodes, generates about twice control overhead than MPRfew interesting facts. First, passive clustering clearly pro-
F since a node broadcasts another packet to propagate Wiges a robust and efficient platform for flooding. While
cluster state to neighbors after exchanging hello messag®dPR-F and ACLID-F suffer performance degradations
Third, the important observation is the difference of flooddue to incomplete neighbor knowledge. Also, the perfor-
ing efficiency with passive clustering between Figure 4 anthance of passive clustering is not significantly affected
5. The difference shows that flooding efficiency with pasby mobility. This observation confirms that passive clus-
sive clustering is improved as the user offered load becom&sing maintains clusters efficiently, tracking the topology
heavy. The reason is that the more frequently user datadhanges. Furthermore, the MPR-F suffer considerable per-
generated, the faster passive clustering converges. formance damage with highly offered load as shown in Fig-

The results of delivery ratio in Figure 6 and 7 also showre 7. This is mainly caused by heavy contention due to the



high data rate. With AQ.ID-F, the increasing number of because clustering provides a mesh topology instead of a

floating nodes (Table I) improves the delivery fraction intree structure. AQ.ID-F shows high delivery ratio because

Figure 7. of the large number of floating nodes in the network. Pas-
sive clustering provides a fully connected topology regard-
less of the geographic density of the network.

A.2 No Mobility with Various Network Size Figure 9 illustrates that, as the network becomes denser,
For the second set of experiments, we use the static née flooding overhead of PCID-F becomes considerably
work and increase the geographic density by reducing phygmaller. While other schemes do not show significant per-

ical network size. In this experiment, 100 nodes are placd@mance gain with the increase of network density.

randomly over “H x 100072 terrain where “H states the ]

horizontal range. We fix the vertical range of the networl®- On-demand Routing

to 1000 meter and change the horizontal range from 250 we have shown that passive clustering provides a scal-

to 1500 meter. Figure 8 and 9 show the performance @hle and effective flooding. Now, we apply passive clus-
tering to reactive routing protocols that depend on flood-

e . T T ing. We present this application using two prominent on-
%~ ;\ . demand unicast routing schemes: AODV [10] and DSR
% L e - [12] and; a popular reactive multicast scheme: On-demand
€ ol S el i Multicast Routing Protocol (ODMRP) [25]. In this exper-
é ol >< . iment, we limit ourselves to passive clustering. MPR and
; L e AC_LID require periodic maintenance and control packet
g . exchange and thus are not a good match for reactive rout-
g or X i ing protocols.
S BF Nodes 100 5 | We use the following metrics to show the performance
o = R gain with passive clustering.
1 1 1 1 | = RV . . .
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E | I x B.1 Unicast Routing
ﬁ 70 T _%- -
g b 4 We use CBR (Constant Bit Rate) sources. We simulate
“: sk i 100 nodes placed randomly within a 1000 x 1@09terrain
é B | for AODV and 1500 x 500 terraim? for DSR. Nodes are
g ol | moving randomly with minimum speed 2 m/s, maximum
© speed 20 m/s and 100 seconds pause time. We increase the
“r ] offered load using the number of CBR sessions from 5 to 40
e w0 a0 w0 2o w0 1m0 for AODV and from 10 to 50 for DSR. Note that we include
X terrain size (meter) the noise accumulatiofieature in GloMoSim [11] for this
Fig. 9. The TNP of Each Protocol with single source and the data ra@XPeriment. Namely, each node accumulates the power of
1pkt/sec . The 100 nodes are place randomly over “H x 060 signals below “receive threshold” as noise.

. . AODV
each protocol following a function of “H”. The MPR per-

forms worse than clustering schemes in sparse networksWe apply passive clustering to our implementation of
(i.e., large “H"). This is because inaccurate neighbor topolAODV [10]. AODV has two phases to set up a route: Route
ogy due to the lost hello messages in MPR has more sevédRequest and Route Reply. The major control overhead of
impact on the performance as the network becomes spar8@DV is caused by the flood of route queries (RREQ).
Moreover, MPR constructs a distributed tree structure antherefore, we apply efficient flooding with passive cluster-
non-leaf nodes forward packets so that a leaf node is likelpg to RREQ. Namely, each node rebroadcasts a new RREQ
to have the critical path from the source. While, with clusonly when this node is not asrdinary node Consequently,
tering algorithm, each node has a few paths from the souroedinary nods are excluded from intermediate nodes for a



route. Note that each node rebroadcasts only when the TTLAs in AODV, DSR protocol reduces the number of route

(Time To Live) field of the packet is valid.
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request packets (RREQ) using aggressive caching of routes.
To cache the routes, DSR generates more route replies and
errors. Therefore, we apply efficient flooding platforms to
the route reply phase as well as the route request phase.
Same to AODV, only non-ordinary nodes can forward route
queries (RREQ) for the route request phase. For the route
reply phase, we change the DSR protocol as follows:

« Route Reply phase: In conventional DSR, a node can ini-
tiate a route reply when it receives a new RREQ if it has
cached routes to the destination. But with a cluster architec-
ture, only nonerdinary node can initiate this route reply.

« Gratuitous Route Reply [18]: Each node in DSR pro-
tocol sendsgratuitous route repliesvhen it has found a
shorter path through this node than the source route in the IP

Offered Load (# of CBR connections)

Fig. 10. The Delivery Ratio of AODV with Passive Clustering and withoutin a cluster architecture.

Passive Clustering (100 nodes placed randomly within 1000 x 1000
m?. Each CBR source starts a session randomly with the data rate of
4 packets/second and 512 bytes payload size.)
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packet. We restrict this feature to only nordinary node
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Fig. 12. The Delivery Ratio of Each Protocol of DSR with Passive Clus-
tering and without Passive Clustering (100 nodes placed randomly

Fig. 11. The Control Overhead of AODV with Passive Clustering and
without Passive Clustering (100 nodes place randomly within 1000 x
1000m?)
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Figure 10 and 11 (AODV-PQID denotes the combi-
nation of AODV and PCLID-F) demonstrate the perfor-
mance gain with passive clustering. Passive clustering sig:
nificantly reduces the flooding overhead and improves th§
delivery ratio (N> 15). As the offered load becomes heavy, 5
the control overhead of AODV grows sharply. It is known

Overhead

that reactive routing protocols tend to generate excessive |

volume of route queries including re-issuing route queries
in heavy offered load [17]. With passive clustering, AODV
can improve the performance and scalability since passive
clustering mitigates the scalability problem of AODV with Fig.
efficient flooding.

DSR
DSR [12] has two mechanisms: Route Discovery and

within 1500 x 500m?2. Each CBR source starts a session randomly
with the data rate of 2 packets/second and 512 bytes payload size.)

T T
DSR Nodes 100 ---

T

DSR-PC_LID Nodes 100 —+—

]

25

Offered load (N) (# of connection)

30

35
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13. The Control Overhead of DSR with Passive Clustering and with-
out Passive Clustering (100 nodes placed randomly within 1500 x
1500m?)

Route Maintenance [18]. Route discovery mechanism h&sgure 12 and 13 show that passive clustering improves the

two phases: Route Request and Route Reply.

scalability of DSR by reducing routing overhead ¢ 25).



Passive clustering incurs delivery ratio degradation withroadcast control schemes. Finally, we have applied it to
low offered load (V < 20). The main reason is that on demand uni and multicast routing.

passive clustering restricts route optimization and caching. This paper includes several contributions. First, we im-
Thus, the average hop count tends to increase and the rogteve the clustering scheme with an effective gateway se-
queries are triggered more frequently with passive clustelection heuristic. Our gateway reduction mechanism per-

ing than original DSR. mits the use of the cluster architecture as a robust and effi-
_ . cient flooding platform over dense, large mobile networks.
B.2 Multicast Routing Secondly, we investigate the problem of “efficient flood-

We simulate 50 nodes placed randomly within a 150819" based on topological information. To collect neigh-
x 300 m? terrain. The node mobility is increased frombPor topology, the network incurs a heavy control overhead
0 m/s (i.e., no node mobility) to 16 m/s with 10 second$enalty - it is very costly to collect accurate topology in-
pause time. Nodes are moving based on random-way pof@fmation with node mobility and dynamically changing
model. 5 sources are multicasting data packet with 102gsources. The aforementioned topology-based schemes,
bytes/second data rate and 16 nodes are the total memb8rgonsequence, are limiting in scalability and performance
of 5 sources. due to the burden of message and processing overhead. We

We apply passive C|ustering to our imp'ementation oﬁhOW that a f|00ding SCheme based on paSSiVe Clustering
ODMRP [25] ODMRP has two phases to set up a multémoves such limitations. In fact, our proposed ﬂOOding
ticast: Join Query and Join Reply. A source floods Joiicheme was proven to be efficient, scalable and robust.
Query packets periodically to find the members of this mul- Naturally, passive clustering finds its home in the domain
ticast group. Thus, we use passive clustering to reduce thgon-demand protocols. As such protocols come alive only
flooding overhead of Join Query. Only nandinary nodss  When there is user data to send, and moreover they almost
are forwarding Join Query packet upon receiving the Joiniversally require some form of flooding; they are the ideal
Query packet. Consequentlyrdinary node are excluded candidates for passive clustering enhancement. Clearly, no
from Forwarding Groups for any multicast group. proactive flood enhancement scheme would make sense in
this environment, as it would introduce undesirable, peri-
odic background traffic. The key issue here is to evalu-

75 T T T

T T T
ODMRP Nodes 100 ---{z---

T
7 ODMRP + PC_LID Nodes 100 —— | ate the enhancement introduced by passive clustering ver-
i . sus the original protocol version. We have applied pas-
S . sive clustering to the most popular reactive routing proto-
55 - e 4 cols (AODV, DSR and ODMRP). Passive clustering con-
> 7 sistently reduces the flooding overhead and improves the

45 [ E

performance and scalability.
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